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ABSTRAK

Alfia, Lia. 2025. Prediksi Angka Kemiskinan Menggunakan Model Artificial
Neural Network. Program Studi Magister Informatika Fakultas Sains dan
Teknologi Universitas Islam Negeri Maulana Malik Ibrahim Malang.
Pembimbing: (I) Dr. Ir Fresy Nugroho, ST., MT. IPM. Pembimbing (II):
Dr. Yunifa Miftachul Arif , MT

Kata kunci: Kemiskinan, ANN, Propagasi mundur, Perkiraan.

Kemiskinan merupakan permasalahan sosial ekonomi yang kompleks dan menjadi
tantangan utama pembangunan di Indonesia. Penelitian ini bertujuan untuk
menganalisis faktor-faktor sosial ekonomi yang memengaruhi angka kemiskinan
serta mengevaluasi kemampuan model Artificial Neural Network (ANN) dalam
memprediksi tingkat kemiskinan di Indonesia. Data yang digunakan merupakan
data sekunder yang diperoleh dari situs Kaggle dengan tiga belas indikator sosial
ekonomi sebagai variabel input. Model yang digunakan adalah Backpropagation
Neural Network (BPN) dengan variasi arsitektur 1 dan 2 hidden layer. Hasil
pengujian menunjukkan bahwa arsitektur 13-6-1 (BPN-1D) memiliki performa
terbaik dengan nilai Mean Squared Error (MSE) sebesar 4,4 dan Mean Absolute
Percentage Error (MAPE) sebesar 2,95%. Hal ini membuktikan bahwa ANN
mampu memberikan hasil prediksi yang akurat terhadap angka kemiskinan di
Indonesia. Dengan demikian, penerapan model ini dapat menjadi alternatif alat
bantu bagi pemerintah dalam perencanaan kebijakan pengentasan kemiskinan
secara lebih tepat sasaran.
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ABSTRACT

Alfia, Lia. 2025. Prediction of Poverty Rate Using Artificial Neural Network Model.
Master's Program in Informatics, Faculty of Science and Technology,
State Islamic University of Maulana Malik Ibrahim Malang. Supervisor
(1): Dr. Ir. Fresy Nugroho, ST., MT., IPM. Supervisor (II): Dr. Yunifa
Miftachul Arif, MT.

Keywords: Poverty, ANN, Backpropagationn, Prediction.

Poverty is a complex socio-economic problem and remains a major challenge for
development in Indonesia. This study aims to analyze the socio-economic factors
affecting poverty rates and evaluate the performance of the Artificial Neural
Network (ANN) model in predicting poverty levels in Indonesia. The data used are
secondary data obtained from Kaggle, consisting of thirteen socio-economic
indicators as input variables. The Backpropagation Neural Network (BPN) model
was applied with architectures containing one and two hidden layers. The results
show that the 13-6-1 architecture (BPN-1D) achieved the best performance with a
Mean Squared Error (MSE) of 4.4 and a Mean Absolute Percentage Error (MAPE)
of 2.95%. This finding indicates that ANN can provide accurate predictions of
poverty rates in Indonesia. Therefore, the implementation of this model can serve
as a useful tool for policymakers to design more targeted poverty reduction
Strategies.
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BAB 1
PENDAHULUAN

1.1 Latar Belakang

Isu-isu utama yang menjadi tantangan bagi negara-negara berkembang
mencakup berbagai aspek, salah satunya adalah kemiskinan. Kemiskinan
merupakan bentuk dari fenomena sosial yang bersifat kompleks serta
multidimensional, hal ini tidak hanya menggambarkan adanya keterbatasan
ekonomi, akan tetapi juga tentang adanya ketidakadilan dan kesenjangan sosial
yang mana bisa dilihat dari minimnya akses terhadap kesehatan, pendidikan, serta
peluang untuk memiliki kehidupan yang layak (Kurniawan & Apriani, 2025).
Permasalahan ini menjadi isu global yang terus mendapat perhatian karena
memberikan dampak signifikan terhadap kesejahteraan masyarakat dan
keberlanjutan pembangunan suatu negara. Lembaga Internasional dan pemerintah
di seluruh dunia, termasuk Indonesia terus berupaya menekan angka kemiskinan
melalui kebijakan ekonomi, program sosial, maupun pemberdayaan masyarakat.

Dalam hal ini, Indonesia sebagai negara berkembang terus menghadapi
tantangan untuk mencapai pemerataan pembangunan dan kesejahteraan
masyarakat. Menurut (Purwanti, 2024) kemiskinan merupakan tantangan dan
permasalahan yang menggambarkan keterbatasan seseorang dalam memenuhi
keperluan dasar hidupnya sehari-hari. Hal ini adalah tantangan serius yang telah
menjadi fokus perhatian negara selama bertahun-tahun. Meskipun pertumbuhan
ekonomi nasional menunjukkan trend positif dalam beberapa dekade terakhir,
namun tidak semua lapisan masyarakat merasakan dampak yang merata.
Kemiskinan yang merupakan bagian dalam kesenjangan sosial dan ekonomi tetap
menjadi perhatian utama dalam agenda pembangunan nasional, masalah ini
menjadi krusial karena berkaitan langsung dengan kualitas hidup masyarakat dan
stabilitas sosial di berbagai wilayah Indonesia. (Vita Ferezagia, 2018)

Permasalahan kemiskinan yang terjadi di Indonesia masih menjadi isu
yang menuntut perhatian serius, sebagaimana tertuang dalam UUD 1945 Pasal 34

dan diperkuat melalui Undang-Undang Nomor 13 Tahun 2011 tentang Penanganan



Fakir Miskin, yang menekankan pentingnya penanganan terstruktur, sistematis, dan
menyeluruh terhadap masyarakat miskin (Oktariani, 2024). Berdasarkan data
Badan Pusat Statistik (BPS), jumlah penduduk miskin di Indonesia pada Maret
2023 tercatat sebesar 25,90 juta orang, menurun dari 26,36 juta orang pada Maret
2022. Meskipun demikian, persentase penduduk miskin masih tergolong tinggi,
yaitu sebesar 9,36 persen (Purwanti, 2024). Data terbaru dari Badan Pusat Statistik
(BPS) menunjukkan bahwa pada Maret 2025 jumlah penduduk miskin di Indonesia
tercatat sebesar 23,85 juta orang, turun 0,21 juta orang dari September 2024,
sementara presentase pada Maret 2025 sebesar 8,47 persen, yang artinya
mengalami penurunan 0,10 persen poin dari September 2024. Perbandingan tren

dari tahun ke tahun dapat dilihat secara lebih jelas pada Gambar 1.1.

Jumlah dan Persentase Penduduk Miskin, September 2020-Maret 2025

Sumber: Berita Resmi Statistik, Badan Pusat Statistik (25 Juli 2025)
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Gambar 1. 1 Perkembangan Jumlah dan Persentase Penduduk Miskin di
Indonesia, Maret 2022—Maret 2025
(Sumber: Badan Pusat Statistik)

Berdasarkan Gambar 1.1 tersebut dapat diketahui bahwa penurunan angka
kemiskinan di Indonesia memang menunjukkan adanya kemajuan, akan tetapi
jumlah penduduk miskin yang masih mencapai puluhan juta jiwa menandakan
bahwa persoalan ini masih tergolong tinggi dan belum terselesaikan. Oleh karena
itu, persoalan kemiskinan tetap memerlukan perhatian serius, mengingat
dampaknya yang luas terhadap kualitas hidup masyarakat dan keberlanjutan
pembangunan. Kemiskinan juga dipengaruhi oleh berbagai faktor sosial ekonomi.

Hal ini menjadi penting untuk mengetahui faktor-faktor yang dapat berpengaruh



terhadap naik-turunnya angka kemiskinan. Misalnya, seperti yang disebutkan oleh
(Priseptian & Primandhana, 2022) diantara beberapa faktornya yaitu upah
minimum provinsi, Indeks pembangunan manusia (IPM), Pertumbuhan ekonomi,
dan tingkat pengangguran. Faktor-faktor tersebut menunjukkan bahwa kemiskinan
sangat dipengaruhi oleh berbagai aspek sosial-ekonomi.

Selanjutnya, selain ditinjau dari aspek sosial ekonomi, kemiskinan juga
mendapat perhatian dalam perspektif agama, khususnya islam. Hal ini sejalan
dengan pandangan Islam yang juga menekankan fokus terhadap kesejahteraan
kelompok masyarakat miskin. Pandangan tersebut tercermin dalam ketentuan zakat
yang diatur dalam Al-Qur’an. Dijelaskan bahwa orang miskin termasuk golongan
yang berhak menerima zakat, yang menunjukkan bahwa Islam memberikan
perhatian terhadap kesejahteraan dan keadilan sosial. Hal ini tercantum dalam Al-

Qur’an surah At-Taubah ayat 60 sebagai berikut:

% {,""& - _a% v oe! ,°,’.o V% - 4~ 0% "’.‘1;;°,;),¢a}$ . _ @, 20 L’,B',
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Artinya:

“Sesungguhnya zakat itu hanyalah untuk orang-orang fakir, orang-orang miskin,

para amil zakat, orang-orang yang dilunakkan hatinya (mualaf), untuk
(memerdekakan) para hamba sahaya, untuk (membebaskan) orang-orang yang
berutang, untuk jalan Allah dan untuk orang-orang yang sedang dalam perjalanan
(vang memerlukan pertolongan), sebagai kewajiban dari Allah. Allah Maha
Mengetahui lagi Mahabijaksana.”

Ayat tersebut menegaskan bahwa kemiskinan bukan hanya urusan pribadi,
tetapi juga tanggung jawab bersama dalam masyarakat. Dengan demikian,
kemiskinan bukan hanya permasalahan ekonomi semata, melainkan tantangan
pembangunan yang harus ditanggulangi secara serius demi tercapainya
kesejahteraan masyarakat.

Penanggulangan kemiskinan menjadi bagian penting dari cita-cita bangsa
menuju masyarakat yang adil dan sejahtera. Apabila tidak segera diatasi, kondisi
kemiskinan yang terus berlangsung dapat menghambat laju pembangunan nasional

(Sinurat, 2023). Salah satu hal yang sangat penting dalam upaya penanggulangan



kemiskinan adalah ketersediaan data yang akurat (Wulandari et al., 2022). Data
tersebut dapat menjadi dasar bagi pemerintah dalam mengambil keputusan yang
tepat, sekaligus menjadi bahan evaluasi dengan membandingkan kondisi pada
tahun-tahun sebelumnya. Data ini tidak hanya membantu pemerintah dalam
menentukan langkah strategis, tetapi juga memberikan gambaran perkembangan
dari waktu ke waktu sebagai bahan evaluasi.

Upaya penanggulangan kemiskinan dapat dilakukan dengan memprediksi
angka kemiskinan di Indonesia pada tahun-tahun berikutnya. Hasil prediksi tersebut
dapat menjadi bahan pertimbangan bagi pemerintah daerah dalam merumuskan
kebijakan yang lebih tepat. Melalui prediksi, diharapkan dampak kemiskinan yang
mungkin terjadi di masa depan dapat diminimalkan. Prediksi merupakan proses
memperkirakan kejadian yang akan datang berdasarkan informasi dari kondisi masa
lalu dan masa sekarang. (Sinaga & Sipayung, 2024)

Ada beberapa metode dan model yang bisa dipakai dalam melakukan suatu
prediksi pada angka kemiskinan, salah satunya adalah Artificial Neurol Network
(ANN). Metode ANN merupakan sistem pengolahan informasi yang meniru cara
kerja jaringan saraf pada otak manusia. Sistem ini belajar dengan menyesuaikan
bobot-bobotnya, sehingga ANN mampu mengenali pola berdasarkan data yang
telah ada sebelumnya (Kumalasari, 2025). Keunggulan ini menjadikan ANN
sebagai metode yang potensial dalam memprediksi angka kemiskinan, terutama
karena indikator sosial ekonomi yang memengaruhi kemiskinan seringkali
memiliki hubungan yang tidak linear. ANN bekerja dengan membentuk jaringan
lapisan neuron yang saling terhubung dan belajar dari data historis untuk
menyesuaikan bobot antar variabel, sehingga mampu mengenali pola hubungan
yang tidak tampak secara langsung dalam data, kemampuan ANN untuk melakukan
generalisasi dari data latih membuatnya efektif dalam menangani variabel yang
saling memengaruhi secara tidak sederhana (Putri et al., 2024). Dengan demikian,
ANN menjadi pendekatan yang relevan untuk mendukung analisis prediktif tentang
kemiskinan yang dipengaruhi oleh banyak faktor.

Beberapa penelitian terdahulu telah membuktikan bahwa ANN merupakan

metode yang efektif dalam memprediksi angka kemiskinan. Penelitian oleh (Putri



et al., 2024) yang menggunakan model ANN untuk memperkirakan jumlah
penduduk miskin di Indonesia dengan struktur jaringan 7-7-2 dan Mean Absolute
Percentage Error (MAPE) sebesar 0,076%, penelitian tersebut berhasil
menunjukkan bahwa ANN cukup unggul digunakan dalam konteks prediksi
kemiskinan. Penelitian lain oleh (Fahrijal, 2024) menerapkan algoritma
Backpropagation Conjugate Gradient Polak Ribiere pada data kabupaten/kota di
Provinsi Sumatera Barat dan memperoleh akurasi sebesar 90% dengan nilai MSE
0,0003s. Berdasarkan penelitian tersebut, dapat diketahui bahwa ANN merupakan
metode prediktif yang kuat dalam konteks sosial ekonomi, khususnya dalam
menganalisis dan memproyeksikan angka kemiskinan.

Pada Penelitian oleh (Syaharuddin et al., 2020) diperlihatkan bahwa model
ANN mampu memperkirakan tingkat kemiskinan di Indonesia dengan tingkat
akurasi yang sangat tinggi, yakni mencapai 99,66% dengan memanfaatkan data
time series untuk membangun model prediksi. Namun, masih memiliki
keterbatasan dari sisi validasi dataset, sehingga hasil yang diperoleh belum
sepenuhnya dapat digeneralisasikan untuk kondisi yang lebih luas. Berdasarkan hal
tersebut, penggunaan dataset cross-section dengan indikator yang lebih beragam
menjadi pembeda utama pada penelitian ini, sehingga memberikan potensi hasil
prediksi yang lebih optimal. Dataset yang lebih kaya ini kemudian diolah
menggunakan Artificial Neural Network (ANN), dengan tujuan meningkatkan
akurasi prediksi serta menghasilkan temuan yang lebih relevan dan dapat
digeneralisasikan.

Pemilihan model ANN didasarkan pada kemampuannya dalam menangani
permasalahan non-linear yang kompleks serta kemampuannya dalam mempelajari
pola tersembunyi dari data yang beragam (Jamil & Pulukadang, 2025). ANN
memiliki arsitektur yang menyerupai cara kerja jaringan saraf manusia, sehingga
mampu melakukan generalization terhadap data baru dan menghasilkan prediksi
yang lebih presisi dibandingkan metode tradisional. Selain itu, ANN fleksibel untuk
diadaptasikan dengan berbagai jenis atribut sosial-ekonomi, baik yang bersifat
kuantitatif maupun kualitatif, sehingga sangat relevan untuk digunakan dalam

memodelkan fenomena kompleks seperti kemiskinan. Dengan karakteristik



tersebut, penggunaan ANN dalam penelitian ini dipandang tepat untuk menjawab
kebutuhan prediksi yang akurat, adaptif, dan mampu mencerminkan dinamika nyata
di lapangan.

Penelitian ini dilakukan untuk mengembangkan model prediksi
kemiskinan menggunakan ANN, menggunakan data seluruh provinsi di Indonesia
dari Badan Pusat Statistik (BPS) untuk periode 2015-2023, dengan melibatkan 13
indikator sosial-ekonomi, yaitu: 1) Provinsi, 2) Kode, 3) Tahun, 4) Persentase
Penduduk Miskin (PO) Menurut Kabupaten/Kota, 5) Rata-rata Lama Sekolah
Penduduk, 6) Pengeluaran per Kapita, 7) Indeks Pembangunan Manusia, 8) Umur
Harapan Hidup, 9) Persentase rumah tangga yang memiliki akses terhadap sanitasi
layak, 10) Persentase rumah tangga yang memiliki akses terhadap air minum layak,
11) Tingkat Pengangguran Terbuka, 12) Tingkat Partisipasi Angkatan Kerja, dan
13) PDRB atas Dasar Harga Konstan menurut Pengeluaran.

Berdasarkan uraian tersebut, penelitian ini dilakukan untuk
mengembangkan model prediksi angka kemiskinan di Indonesia dengan
menggunakan Artificial Neural Network (ANN). Oleh karena itu, peneliti
mengangkat judul penelitian tentang “Prediksi Angka Kemiskinan di Indonesia
Menggunakan Model Artficial Neural Network”. Penelitian ini diharapkan dapat
memberikan kontribusi ilmiah sekaligus menjadi masukan bagi kebijakan

penanggulangan kemiskinan di masa mendatang.

1.2 Pernyataan Masalah
Adapun pernyataan masalah dalam penelitian ini, diantaranya:
1. Bagaimana pengaruh atribut data terhadap prediksi angka kemiskinan di
Indonesia menggunakan model Artificial Neural Network?
2. Bagaimana tingkat akurasi model Artificial Neural Network dalam

memprediksi angka kemiskinan di Indonesia?



1.3 Tujuan Penelitian

Tujuan dari penelitian ini adalah:

1.

Menganalisis pengaruh atribut data terhadap prediksi angka kemiskinan di
Indonesia berdasarkan model Artificial Neural Network.
Mengevaluasi tingkat akurasi model Artificial Neural Network dalam

memprediksi angka kemiskinan di Indonesia.

1.4 Batasan Masalah

Batasan masalah dalam penelitian ini, diantaranya:

1.
2.

Penelitian ini hanya berfokus pada prediksi angka kemiskinan di Indonesia.
Dataset penelitian yang digunakan merupakan data sekunder yang sumber
datanya di unduh melalui website resmi bps.go.id dengan cakupan data
seluruh provinsi di Indonesia.

Atribut data atau variable bebas yang digunakan terbatas pada tiga belas
(13) indikator sosial ekonomi.

Model prediksi yang dikembangkan dibatasi pada penggunaan
algoritma backpropagation dalam ANN.

1.5 Manfaat Penelitian

Penelitian ini diharapkan dapat membantu pemerintah dalam memprediksi

angka kemiskinan sebagai dasar pengambilan kebijakan penanggulangan

kemiskinan. Selain itu, penelitian ini juga memberikan kontribusi dalam penerapan

ANN sebagai metode prediksi pada permasalahan sosial ekonomi di Indonesia.
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2.1 Prediksi Angka Kemiskinan menggunakan model ANN

Metode ANN telah banyak dipakai dalam melakukan prediksi
permasalahan sosial ekonomi, termasuk kemiskinan. Dalam penelitian Purbowati
et al (2023) memakai model Backpropagation Neural Network (BPNN) dalam
memprediksi jumlah penduduk miskin di Sumatera Utara. Data yang digunakan
merupakan data sekunder dari BPS Provinsi Sumatera Utara periode 2017-2020,
dengan total 25 kabupaten/kota, data tersebut terdiri atas 20 data yang digunakan
sebagai data latih dan 5 data sebagai data uji. Temuan dari penelitian ini diketahui
bahwasanya model Backpropagation bisa memprediksi jumlah penduduk miskin di
Sumatera Utara pada tahun 2022 sebesar 77.927 jiwa. Penelitian ini membuktikan
bahwa jaringan syaraf tiruan dapat diimplementasikan secara efektif dalam
peramalan angka kemiskinan di tingkat provinsi.

Penelitian serupa juga dilakukan oleh (Syaharuddin et al., 2020) untuk
melakukan prediksi jumlah penduduk miskin di Indonesia menggunakan metode
Backpropagation Neural Network (BPNN). Data yang digunakan adalah jumlah
penduduk miskin periode 2012-2019 pada 33 provinsi dengan pengujian
menggunakan parameter akurasi MSE dan MAPE. Hasil penelitian menunjukkan
arsitektur jaringan terbaik terdiri dari 264 neuron input, dua hidden layer masing-
masing 20 dan 5 neuron, serta satu neuron output dengan fungsi aktivasi logsig.
Model tersebut menghasilkan prediksi jumlah penduduk miskin tahun 2020 sebesar
332.005 jiwa, dengan nilai MSE 0,119, MAPE 2,298, dan akurasi mencapai
99,66%. Temuan ini memperlihatkan bahwa ANN Backpropagation mampu
memberikan hasil prediksi yang sangat tepat dalam konteks kemiskinan di
Indonesia.

Hal ini juga selaras dengan penelitian dari (Descania, 2022) tentang
pemanfaatan Artificial Neural Network (ANN) untuk memprediksi tingkat
pertumbuhan penduduk di Kecamatan Baregbeg, Kabupaten Ciamis. Penelitian ini

menggunakan data pertumbuhan penduduk yang diolah dengan perangkat Matlab



untuk menghasilkan model prediksi. Hasil pemodelan menunjukkan bahwa ANN
mampu memberikan prediksi dengan baik, ditunjukkan oleh nilai regresi sebesar
0,978 dan korelasi sebesar 0,993. Hal ini menandakan bahwa model ANN memiliki
kemampuan yang tinggi dalam mengenali pola data pertumbuhan penduduk.
Penulis juga menyarankan agar penelitian selanjutnya dapat membandingkan ANN
dengan algoritma lain untuk memperoleh hasil prediksi yang lebih komprehensif.

Penelitian selanjutnya oleh (Oloyede et al., 2024) pemodelan kemiskinan di
Nigeria dengan menggunakan Artificial Neural Network regression modelling
(ANN Regression). Fokus penelitian ini adalah menganalisis kontribusi bobot
setiap variabel ekonomi terhadap pembentukan Multidimensional Poverty Index
(MPI). Hasil penelitian menunjukkan bahwa ketahanan pangan memiliki pengaruh
relatif tertinggi dengan magnitude 0,085, sedangkan sanitasi memiliki pengaruh
terendah dengan magnitude 0,045 terhadap MPI. Penelitian ini juga mengisi
kesenjangan yang ada, karena sebagian besar literatur sebelumnya hanya
mendeskripsikan arsitektur ANN tanpa menafsirkan bobot dan bias dalam model.
Dengan demikian, studi ini memberikan pemahaman yang lebih mendalam
mengenai bagaimana variabel-variabel ekonomi berkontribusi terhadap kemiskinan
multidimensional melalui pendekatan ANN.

Dalam penelitian (Vasquez et al., 2024) terkait kemiskinan petani jagung
skala kecil di Meksiko dengan menggunakan metode Feed-Forward
Backpropagation Artificial Neural Network atau BPNN. Model ini digunakan untuk
memperkirakan variabel yang paling berpengaruh terhadap efisiensi ekonomi,
efisiensi energi, dan poverty coverage line. Hasil penelitian menunjukkan bahwa
variabel yang paling berpengaruh adalah luas lahan yang digarap, energi yang
dikonsumsi per hektar, serta tingkat penanaman, dengan nilai koefisien korelasi R
=0,86. ANN berhasil memprediksi bahwa faktor utama penyebab garis kemiskinan
di sektor pertanian adalah besarnya lahan yang ditanami dan energi yang
diinvestasikan petani. Dari penelitian ini diketahui bahwa ANN dapat dijadikan alat
bantu pengambilan keputusan dalam pengelolaan sumber daya pertanian, meskipun
interpretasi hasilnya masih perlu disempurnakan dan dikembangkan dengan

variabel tambahan seperti iklim dan indikator sosial ekonomi lainnya.
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Kemudian (Putri et al., 2024) juga melakukan penelitian tentang peramalan
tingkat kemiskinan di Indonesia dengan menggunakan metode Backpropagation
Neural Network (BPNN). Data yang digunakan adalah data tahunan kemiskinan
Indonesia periode 2017-2021 yang dipisahkan menjadi data pelatihan dan data
pengujian. Temuan penelitian yaitu arsitektur jaringan terbaik adalah BP (7,7,2)
dengan 7 neuron pada input layer, 7 neuron pada hidden layer, dan 2 neuron pada
output layer. Model ini menghasilkan tingkat akurasi sebesar 89,65% dengan nilai
MAPE 10,35, yang menunjukkan ANN mampu memberikan prediksi dengan error
relatif rendah. Penelitian ini membuktikan bahwa ANN dapat digunakan sebagai
acuan dalam memproyeksikan jumlah penduduk miskin di masa depan serta
mendukung perencanaan kebijakan pemerintah.

Penelitian dari (Poerwanto & Fajriani, 2020) yang dilakukan untuk
memprediksi tingkat kemiskinan di Sulawesi Selatan dengan menggunakan metode
Resilient Backpropagation Neural Network (RBNN). Data yang digunakan
mencakup periode 2010-2014 dengan variabel prediktor Indeks Pembangunan
Manusia (IPM), Tingkat Pengangguran Terbuka (TPT), dan Produk Domestik
Regional Bruto (PsRB). Hasil penelitian menunjukkan bahwa arsitektur jaringan
terbaik adalah [3-9-1], yang mencapai konvergensi pada iterasi ke-81 dengan
tingkat akurasi sebesar 95,34%. Arsitektur ini terbukti lebih optimal dibandingkan
penggunaan jumlah input yang lebih sedikit. Temuan ini menunjukkan bahwa
RBNN dapat digunakan secara efektif untuk memprediksi angka kemiskinan dan
berpotensi diterapkan di bidang lain seperti pendidikan maupun kesehatan.

Kemudian penelitian dari (Supriana et al., 2023) yang memiliki tujuan untuk
menciptakan sebuah sistem prediksi dalam menentukan nilai bantuan calon
penerima Program Keluarga Harapan (PKH) dengan menggunakan metode
Artificial Neural Network berbasis algoritma Backpropagation atau disebut juga
dengan BPNN. Model prediksi dikembangkan dengan memanfaatkan delapan
kriteria dari data penerima bantuan PKH di Kabupaten Tabanan. Hasil evaluasi
menunjukkan bahwa perlakuan data pada atribut numerik dan kategori memberikan
hasil paling optimal. Arsitektur jaringan terbaik diperoleh dengan hidden layer

sebanyak 500 dan max epoch 375. Model ini menghasilkan nilai koefisien
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determinasi (R? Score) sebesar 0,695824 yang menunjukkan bahwa ANN memiliki
kemampuan cukup baik dalam memprediksi nilai bantuan sosial PKH.
Selanjutnya penelitian dari (Sonang et al., 2021) yang melakukan analisis
kinerja terhadap beberapa fungsi pelatihan pada algoritma backpropagation atau
BPNN untuk memprediksi angka kemiskinan di Indonesia dengan data dari 34
provinsi selama 2009-2020. Metode yang dibandingkan adalah backpropagation
standar, Bayesian Regulation, dan One Step Secant (OSS). Hasil penelitian
menunjukkan bahwa model jaringan 5-9-1 dengan fungsi pelatihan Bayesian
Regulation menghasilkan performa paling optimal. Fungsi ini mampu
mempercepat waktu pelatihan serta menghasilkan nilai MSE pengujian yang lebih
kecil dibanding dua metode lainnya. Dengan demikian, Bayesian Regulation dinilai
lebih efektif untuk digunakan dalam peramalan kemiskinan di Indonesia.
Penelitian (Fahrijal, 2024) yang berfokus pada prediksi tingkat kemiskinan
yang ada di Provinsi Sumatera Barat dengan memakai model Backpropagation
Conjugate Gradient Polak-Ribiere (Backpropagation CGPR). Data dianalisis
menggunakan software Matlab 2011 dengan membandingkan empat model
arsitektur jaringan, yaitu 4-2-6-1, 4-3-4-1, 4-3-6-1, 4-4-7-1, dan 4-4-9-1. Dari hasil
pengujian, arsitektur 4-3-6-1 menunjukkan performa terbaik dengan tingkat akurasi
mencapai 90%, literasi sebanyak 122, serta nilai MSE sebesar 0,0003016814.
Prediksi ini memberikan gambaran mengenai potensi kenaikan maupun penurunan
jumlah penduduk miskin di tahun 2024. Hasil penelitian memperlihatkan
bahwasanya ANN dapat dimanfaatkan sebagai alat bantu penting dalam
mendukung pemerintah mengambil kebijakan untuk mengantisipasi permasalahan

kemiskinan di daerah.

2.2 Kerangka Teoritis

Pada bagian ini dibahas teori pendukung yang berkaitan dengan proses
prediksi angka kemiskinan, khususnya dalam menentukan parameter serta variabel
yang dipakai sebagai data input. Pada bagian ini juga dijelaskan berbagai

pendekatan berbasis model ANN yang dijadikan rujukan dalam membangun



12

kerangka teori penelitian. Kerangka teoritis mengenai prediksi angka kemiskinan

ditampilkan pada Gambar 2.1.

Input Process Output

ANN

* Descania (2022): R? 0,978; r = 0,993

BPNN

¢ Purbowati et al. (2023): Accuracy =

<0,01%; Hidden Layer 1
¢ Syaharuddin et al. (2020): Accuracy = System
Poverty Data —>| 99,66%; Error = 0,0001
* Vasquez et al. (2024): Accuracy = >80%; Poverty Rate Prediction

Hidden Layer =2

* Putri et al. (2024): Accuracy = 0,076%:;
Hiddden Layer = 1

* Supriana et al. (2023): Accuracy = 696%;
Hidden Layer =1

¢ Sonang et al. (2021): Hidden Layer = 1

ANN Regression

* Oleyade (2024): Hidden Layer = 1; Faktor
dominan: Food insecurity (0,085)

I
RBNN

* Poerwanto & Fajriani (2020): Accuracy =
95,34%; Hidden Layer = 1

Backpropagation CGPR

* Fahrijal (2024): Accuracy = 90%; Error =
0,0003; Hidden Layer =2

Gambar 2. 1 Kerangka Teoritis Prediksi Angka Kemiskinan

Pada proses membangun model prediksi berbasis machine learning,
pemilihan parameter sangat berpengaruh terhadap hasil yang diperoleh. Pada model
ANN, komponen seperti jumlah lapisan tersembunyi, tingkat akurasi, serta
besarnya nilai error akan menentukan sejauh mana model bisa mempelajari pola
berdasarkan data yang tersedia. Oleh karena itu, penentuan kombinasi parameter
menjadi hal cukup penting supaya model bisa memberi prediksi secara optimal.

Sebagai landasan, penulis meninjau sejumlah penelitian terdahulu yang telah

menggunakan ANN dalam memprediksi angka kemiskinan maupun indikator sosial
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ekonomi lainnya untuk mengetahui performa masing-masing model, termasuk
arsitektur yang digunakan serta hasil pengujiannya. Langkah ini sekaligus menjadi
pijakan bagi penelitian ini dalam merancang model ANN yang lebih komprehensif,
dengan melibatkan indikator sosial ekonomi yang beragam dan cakupan seluruh
provinsi di Indonesia. Adapun ringkasan yang dilakukan oleh peneliti disajikan

dalam Tabel 2.1.

Tabel 2. 1 Analisis Kinerja Model ANN dalam Memprediksi Angka

Kemiskinan
No Model Penulis Nilai AKurasi Hidden
Error Layer
1. | ANN Descania (2022) - - -
2. Purbowati et al. (2023) - <0,01 1
Syaharuddin et al. o
3. (2020) 0,0001 99,66% 2
4. | BPNN Vasquez et al. (2024) - - 2
5. Putri et al. (2024) - 0,076% 1
6. Supriana et al. (2023) - 0,696% 1
7. Sonang et al. (2021) - - 1
ANN
8. Regression Oleyade (2024) - - 1
Poerwanto & Fajriani o
9. | RBNN (2020) - 95,34% 1
Backpropagation ..
10. CGPg pag Fahrijal (2024) 0,0003 90% 2

Tabel 2.1 menunjukkan rangkuman beberapa penelitian terdahulu yang
menggunakan Artificial Neural Network (ANN) dan variannya sebagai metode
prediksi angka kemiskinan. Dari tabel tersebut terlihat bahwa setiap penelitian
memiliki perbedaan pada model, jumlah hidden layer, serta nilai performa yang
ditunjukkan melalui indikator error maupun akurasi. Variasi ini menggambarkan
bahwa efektivitas ANN dalam memprediksi angka kemiskinan sangat dipengaruhi
oleh rancangan arsitektur jaringan, parameter pembelajaran, serta data yang
digunakan. Secara garis besar penelitian tersebut berhasil menghasilkan nilai
akurasi yang cukup tinggi, bahkan ada yang mendekati 100%, sehingga
menunjukkan potensi ANN untuk menjadi metode yang tepat dalam analisis

prediktif terkait permasalahan sosial ekonomi.
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Seperti penelitian oleh (Descania, 2022) menggunakan pendekatan ANN
dalam memprediksi angka kemiskinan, dengan fokus pada pemanfaatan jaringan
syaraf tiruan sebagai metode analisis sosial ekonomi. Sementara itu, (Oloyede et
al., 2024) juga menerapkan model ANN Regression untuk memodelkan indeks
kemiskinan multidimensi (MPI) dengan menekankan pengaruh variabel ekonomi
terhadap kemiskinan. Kedua penelitian ini menunjukkan bahwa ANN memiliki
fleksibilitas dalam penggunaannya di berbagai konteks kemiskinan, baik dalam
skala nasional maupun multidimensi, sehingga dapat memperkuat bukti peran ANN
dalam analisis prediktif di bidang sosial ekonomi.

Selanjutnya, penelitian oleh (Vasquez et al., 2024) menggunakan model Feed-
Forward Backpropagation Artificial Neural Network untuk menganalisis
keterkaitan antara variabel pertanian, efisiensi energi, dan garis kemiskinan pada
komunitas petani kecil di Meksiko. Hasil penelitian menunjukkan bahwa luas lahan
garapan serta total energi yang digunakan per hektar menjadi faktor utama yang
berkontribusi terhadap garis kemiskinan pertanian. Sementara itu, (Putri et al.,
2024) memanfaatkan algoritma backpropagation dengan arsitektur ANN sederhana
dan memperoleh tingkat error sebesar 0,076%, yang menunjukkan tingkat akurasi
tinggi dalam memproyeksikan angka kemiskinan. Kedua penelitian ini
memperlihatkan bahwa ANN dapat mengintegrasikan faktor ekonomi maupun
sosial dengan performa prediksi yang baik.

Penelitian (Supriana et al., 2023) membangun model prediksi nilai bantuan
Program Keluarga Harapan (PKH) menggunakan Artificial Neural Network
berbasis algoritma Backpropagation dengan satu hidden layer. Hasil pengujian
menunjukkan bahwa model tersebut mampu mencapai nilai R? sebesar 0,696%,
yang menggambarkan tingkat kekuatan prediksi dari pendekatan yang digunakan.
Sementara itu, (Purbowati et al., 2023) juga menggunakan model Backpropagation
Neural Network (BPNN) dengan satu hidden layer dalam menganalisis kemiskinan,
dan menghasilkan tingkat error kurang dari 0,01. Temuan tersebut menegaskan
bahwa meskipun sama-sama menggunakan arsitektur sederhana, kedua penelitian
ini mampu menunjukkan performa yang cukup baik dalam konteks prediksi

berbasis data sosial ekonomi.
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Penelitian (Syaharuddin et al., 2020) melakukan prediksi angka kemiskinan
di Indonesia dengan model Backpropagation Neural Network (BPNN)
menggunakan dua hidden layer. Hasil penelitian menunjukkan performa yang
tinggi dengan nilai error sebesar 0,0001 dan akurasi mencapai 99,66%, sehingga
menegaskan kemampuan ANN dalam menangkap pola kompleks antarvariabel
sosial ekonomi. Di sisi lain, (Poerwanto & Fajriani, 2020) mengimplementasikan
model Resilient Backpropagation Neural Network (RBNN) dengan arsitektur satu
hidden layer untuk memprediksi tingkat kemiskinan. Pendekatan tersebut
memberikan hasil akurasi sebesar 95,34%, yang menunjukkan bahwa meskipun
menggunakan arsitektur lebih sederhana, model ini tetap mampu menghasilkan
prediksi yang cukup baik. Sementara (Sonang et al., 2021) menggunakan model
backpropagation dengan arsitektur jaringan satu hidden layer, sedangkan (Fahrijal,
2024) menerapkan model Backpropagation Conjugate Gradient Polak-Ribiere
dengan dua hidden layer dan memperoleh hasil prediksi dengan tingkat akurasi
sebesar 90% serta nilai error 0,0003.

Berdasarkan uraian tersebut, terlihat bahwa penggunaan hidden layer pada
Artificial Neurol Network (ANN) memiliki pengaruh terhadap hasil prediksi.
Penelitian yang menggunakan dua hidden layer menghasilkan performa lebih baik,
seperti penelitian (Syaharuddin et al., 2020) dengan akurasi 99,66% dan error
0,0001, serta (Fahrijal, 2024) dengan akurasi 90% dan error 0,0003. Dengan
demikian, pemilihan ANN dengan dua hidden layer pada penelitian ini didasarkan
pada bukti bahwa struktur jaringan tersebut lebih efektif dalam menghasilkan
prediksi yang akurat, khususnya untuk data sosial-ekonomi seperti angka

kemiskinan.



BAB III
METODOLOGI PENELITIAN

3.1 Desain Penelitian

Desain penelitian adalah rencana atau kerangka kerja yang disusun peneliti
untuk mengarahkan jalannya penelitian secara sistematis (Syahroni, 2022). Dengan
kata lain, desain penelitian berfungsi sebagai “peta” agar penelitian dapat berjalan
sesuai tujuan, terarah, dan menghasilkan temuan yang valid. Dikatakan oleh
(Creswell, 2022) bahwa desain penelitian adalah “rencana dan prosedur yang
mencakup keputusan mulai dari asumsi umum hingga metode pengumpulan dan
analisis data yang terperinci,” menunjukkan bahwa desain penelitian mengikat
aspek filosofis hingga teknis. Jadi, bisa dipahami bahwa desain penelitian
adalah fondasi metodologis yang memetakan seluruh skenario riset dari awal
hingga akhir. Dengan adanya desain penelitian yang baik, riset menjadi lebih
terarah, sistematis, dan hasilnya lebih dapat dipercaya.

Penelitian ini menggunakan desain penelitian kuantitatif dengan pendekatan
prediktif. Desain ini dipilih karena tujuan utama penelitian adalah memanfaatkan
data historis indikator sosial ekonomi untuk membangun model prediksi angka
kemiskinan. Dengan pendekatan ini, penelitian berfokus pada pengolahan data
numerik, pengujian model, serta pengukuran tingkat akurasi prediksi. Adapun
proses pada riset ini yaitu dilakukan secara terstruktur mulai dari tahapan desain
sampai implementasi bisa dilaksanakan untuk memperoleh hasil terbaik. Alur dari

tahapan desain pada penelitian ini bisat diketahui dalam Gambar 3.1 berikut:

16
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Gambar 3. 1 Tahapan Penelitian

3.2 Prosedur Penelitian
3.2.1 Pengumpulan Data

Pengumpulan data adalah kegiatan untuk memperoleh informasi atau fakta
yang diperlukan dalam menjawab pertanyaan penelitian maupun menyelesaikan
permasalahan yang diteliti (Alfallah et al., 2025). Proses ini menjadi tahap penting
karena kualitas hasil penelitian sangat bergantung pada ketepatan dan kelengkapan
data yang diperoleh. Tahapan ini dapat dilakukan dalam berbagai bidang, seperti

penelitian ilmiah, survei, analisis data, atau pengembangan produk (Rifa’i, 2023).
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Pada penelitian ini data yang digunakan adalah data sekunder sebanyak 514

dataset pada setiap atribut, dengan sumber data yang di unduh melalui website

publikasi www.kaggle.com berdasarkan cakupan data seluruh provinsi di
Indonesia, dengan data periode Bulan Maret tahun 2025. Untuk keperluan
penelitian, setiap atribut data yang digunakan diberi kodifikasi atau singkatan agar
memudahkan dalam proses analisis dan penyajian hasil. Kodifikasi ini juga
digunakan secara konsisten pada bagian-bagian berikutnya dalam penelitian ini.

Daftar atribut beserta keterangan dan singkatannya dapat dilihat pada Tabel 3.1

berikut.
Tabel 3. 1 Atribut Data Penelitian & Kodifikasi
No Atribut Kodifikasi
1 | Provinsi Provinsi
2 | Kode Kode
3 | Tahun Tahun
4 | Persentase Penduduk Miskin (P0) Menurut Kabupaten/Kota PPM
5 | Rata-rata Lama Sekolah Penduduk RLSP
6 | Pengeluaran per Kapita PPKD
7 | Indeks Pembangunan Manusia IPM
8 | Umur Harapan Hidup UHH
9 Ele;;lintase rumah tangga yang memiliki akses terhadap sanitasi PRTSL
10 Ele;:lintase rumah tangga yang memiliki akses terhadap air minum PRTAM
11 | Tingkat Pengangguran Terbuka TPT
12 | Tingkat Partisipasi Angkatan Kerja TPAK
13 Produk Domestik Regional Bruto (PDRB) atas Dasar Harga PDRB
Konstan menurut Pengeluaran

Tabel diatas menunjukkan atribut data yang digunakan dalam penelitian ini
beserta kodifikasi atau singkatan yang dipakai untuk mempermudah tahapan
analisis. Kodifikasi digunakan untuk menyederhanakan penulisan serta
memudahkan pengolahan data dalam tahap pemodelan penelitian. Dengan adanya
kodifikasi ini, proses analisis dapat dilakukan secara lebih terstruktur dan efisien.

Selanjutnya, pemilihan setiap atribut dalam penelitian ini merujuk pada

penelitian terdahulu. Sementara itu, atribut Provinsi, Kode, dan Tahun digunakan
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sebagai identitas data. Adapun rujukan dari masing-masing atribut yang digunakan

dalam penelitian ini adalah sebagai berikut:

10.

. Persentase Penduduk Miskin (PPM) dipakai sebagai parameter untuk

mengukur angka kemiskinan. (Putra & Sulaeman, 2022)

Rata-rata Lama Sekolah Penduduk (RLSP) dipilih karena mencerminkan
kualitas pendidikan yang berpengaruh terhadap kondisi kemiskinan. (Dai et
al., 2023)

Pengeluaran per Kapita (PPKD) menjadi ukuran kesejahteraan ekonomi
rumah tangga. (Tarwoco et al., 2023)

Indeks Pembangunan Manusia (IPM) dipertimbangkan sebagai indikator
multidimensi pembangunan manusia. (Wulansari et al., 2023)

Umur Harapan Hidup (UHH) berperan sebagai indikator kualitas kesehatan
masyarakat. (Dai et al., 2023)

Persentase rumah tangga dengan akses sanitasi layak (PRTSL)
dipertimbangkan karena kondisi infrastruktur dasar ini berpengaruh
terhadap kesejahteraan masyarakat. (Adhitya et al., 2022)

Persentase rumah tangga dengan akses air minum layak (PRTAM) juga
digunakan karena ketersediaan akses air bersih merupakan salah satu
indikator penting dalam meningkatkan kualitas hidup masyarakat. (Adhitya
et al., 2022)

Tingkat Pengangguran Terbuka (TPT) dipilih untuk merepresentasikan
kondisi ketenagakerjaan, yang memiliki hubungan erat dengan tingkat
kemiskinan di suatu wilayah. (Lestari & Imaningsih, 2022)

Tingkat Partisipasi Angkatan Kerja (TPAK) digunakan untuk menunjukkan
sejauh mana penduduk usia kerja terlibat dalam pasar tenaga kerja, yang
turut memengaruhi tingkat kesejahteraan. (Delviera & Amar, 2024)
Produk Domestik Regional Bruto (PDRB) digunakan untuk mencerminkan
kinerja ekonomi daerah. (Safitri et al., 2022)
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Selanjutnya, untuk memberikan gambaran lebih jelas mengenai data yang akan
dipakai, berikut adalah dataset yang disusun agar siap digunakan dalam tahap
analisis pemodelan. Adapun rincian dataset yang menjadi acuan dalam penelitian

ini dapat dilihat pada Tabel 3.2.

Tabel 3. 2 Dataset Tingkat kemiskinan di Indonesia

Provinsi Igg Tahun | PPM | RLSP | PPKD | IPM | UHH | PRTSL | prRTam | TPT | TPAK | PDRB
ACEH 11 2015 19,57 6,94 812 | 67,49 | 60,87 | 88,98 | 70,06 | 9,08 | 60,31 | 286200,01
ACEH 11 2016 25,64 7,27 8,64 | 68,08 | 62,75 | 63,69 | 66,24 | 6,32 | 64,37 | 300510,01
ACEH 11 2017 7,63 7,75 12,33 | 68,46 | 66,84 | 85,33 | 49,98 | 7,14 | 68,89 | 314820,01
ACEH 11 2018 19,8 7,02 6,3 68,43 | 74,23 | 93,45 | 80,42 | 5,05 | 61,47 | 329130,01
ACEH 11 2019 15,44 6,73 14,9 | 69,51 | 60,52 | 90,92 | 52,94 | 8,63 | 64,68 | 343440,01
ACEH 11 2020 18,21 7,11 24,39 | 69,77 | 71,63 | 92,28 | 84,74 | 7,98 | 73,83 | 357750,01
ACEH 11 2021 9,1 6,27 11,51 | 69,45 65,83 | 62,21 | 81,44 | 5,57 | 64,21 | 372060,01
ACEH 11 2022 7,66 10,81 6,49 | 70,73 | 74,8 | 84,75 | 49,94 | 2,06 | 72,23 | 386370,01
ACEH 11 2023 22,95 | 10,63 6,48 | 71,59 | 65,38 | 55,21 | 83,16 | 8,23 | 64,96 | 400680,01
SUMATERA 12 2015 22,97 9,83 22,74 | 61,27 | 67,08 | 55,38 | 75,66 | 9,61 | 68,42 | 107075,05
SUMATERA 12 2016 16,84 9,14 13,55 | 61,8 | 60,38 | 54,86 | 41,57 | 8,36 | 64,72 | 112428,8
SUMATERA 12 2017 27,6 7,5 13,21 | 62,18 | 71,33 60,3 43,85 | 49 | 62,42 | 117782,56
PAPUA 97 2022 23,19 9,13 6,37 | 75,86 | 65,57 | 91,43 | 69,22 | 7,38 | 64,03 145279

3.2.2 Rekayasa Data

Dalam proses ini, tahap olah sekaligus pembersihan data sesuai pada format
penelitian. Tujuan dari langkah ini adalah memperoleh tingkat akurasi yang lebih
optimal serta meminimalkan risiko overfitting dalam proses prediksi melalui

penerapan teknik min-max scaling. Hasil dari normalisasi data bisa dilihat pada

Tabel 3.3 dibawah ini.
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Tabel 3. 3 Hasil Normalisasi Data

Provinsi Kode | Tahun | PPM | RLSP | PPKD | IPM | UHH | PRTSL | PRTAM | TPT | TPAK | PDRB
ACEH 11 2015 0.510 | 0.135 | 0.192 | 0.000 | 0.420 | 0.556 0.569 | 0.646 | 0.143 | 0.764
ACEH 11 2016 0.753 | 0.181 | 0.207 | 0.162 | 0.532 | 0.000 0.489 10.404 | 0.267 | 0.799
ACEH 11 2017 0.000 | 0.241 | 0.431 | 0.270 | 0.755 | 0.444 0.000 | 0.488 | 0.433 | 0.834
ACEH 11 2018 0.518 | 0.154 | 0.144 | 0.260 | 1.000 | 0.664 0.615 | 0.000 | 0.153 | 0.869
ACEH 11 2019 0.335 | 0.110 | 0.561 | 0.490 | 0.408 | 0.605 0.030 | 0.774 | 0.279 | 0.904
ACEH 11 2020 0.476 | 0.167 | 1.000 | 0.570 | 0.793 | 0.635 0.655 | 0.622 | 0.638 | 0.939
ACEH 11 2021 0.076 | 0.000 | 0.418 | 0.520 | 0.584 | 0.000 0.686 | 0.229 | 0.276 | 0.974
ACEH 11 2022 0.002 | 1.000 | 0.149 | 0.780 | 1.000 | 0.588 0.000 | 0.000 | 0.547 | 1.000
ACEH 11 2023 0.699 | 0.981 | 0.148 | 1.000 | 0.598 | 0.000 0.697 | 0.766 | 0.281 | 1.036
SUMATERA | 12 2015 0.756 | 0.803 | 0.847 | 0.000 | 0.637 | 0.000 0.808 | 1.000 | 0.563 | 0.000
SUMATERA | 12 2016 0.458 | 0.722 | 0.481 | 0.088 | 0.420 | 0.000 0.000 | 0.854 | 0.468 | 0.034
SUMATERA | 12 2017 1.000 | 0.320 | 0.467 | 0.180 | 0.811 | 0.063 0.027 1 0.000 | 0.412 | 0.069

- - - 0.000 | 0.711 | 0.133 | 0.768 | 0.443 | 0.777 0426 | 0.532 | 0.430 | 0.110
PAPUA 97 2022 0.208 | 1.000 | 1.000 | 0.749 | 0.496 | 0.571 0.000 | 0.867 | 0.500 | 0.123

Setelah dilakukan proses normalisasi, data kemudian dibagi menjadi dua
bagian utama, yaitu data pelatihan dan data pengujian. Dari total keseluruhan data,
sekitar 80% atau 273 data dialokasikan untuk melatih model, sementara sisanya
sebesar 20% atau 69 data digunakan sebagai data uji. Pembagian ini tidak dilakukan
secara sembarangan, melainkan berdasarkan hasil percobaan yang menunjukkan
bahwa proporsi tersebut mampu memberikan keseimbangan yang baik antara
proses pembelajaran model dan pengujian performanya. Dengan demikian, model
yang dikembangkan diharapkan dapat memberikan hasil prediksi yang lebih

optimal dan relevan dalam penelitian ini.

3.2.3 Design Sistem

Perancangan sistem pada riset ini berfungsi menjelaskan secara menyeluruh
bagaimana mekanisme kerja model ANN digunakan untuk melakukan prediksi
angka kemiskinan. Dengan adanya perancangan sistem ini, diharapkan pembaca
dapat memahami secara jelas langkah-langkah yang dilakukan dalam membangun
model prediksi. Rangkaian alur desain sistem yang dimaksud diketahui dalam

Gambar 3.2.
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Tabel 3. 4 Desain Sistem

(Sumber: diolah peneliti)

Pada proses pertama, akan dilakukan data kemiskinan akan melalui proses

pada system. Data input yang diolah dalam proses ini adalah data mentah

berdasarkan format CSV (comma separated values) dengan detail parameter bisa

dilihat pada Tabel 3.4.

Tabel 3. 5 Detail Data Kemiskinan

. Rentang Rata- Tipe
No Atibut Nilai Rata Data Satuan Keterangan
1 | PROVINSI - - Text - Provinsi
2 | KODE - - Numeric - Kabupaten/Kota
3 | TAHUN - - Numeric - Kode
Persentase
2,38 - o . o Penduduk Miskin
4 | PPM 41,66 8,47% | Numeric | Persen (%) (PO) Menurut
Kabupaten/Kota
1,42 — . Rata-rata Lama
5 | RLSP 12.83 9 Tahun | Numeric | Tahun Sekolah Penduduk
3976 — Rp. 174 . Pengeluaran per
6 | PPKD 23888 juta Numeric | Rp/Orang/Tahun Kapita
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Indeks
75,02% | Numeric | Persen (%) Pembangunan
Manusia

32,84 -

7| M 87,18

55,43 -
71,73

Umur Harapan

8 | UHH Hidup

75,15 Numeric | Tahun

Persentase rumah
tangga yang

9 | PRTSL 0-99,97 80,92% | Numeric | Persen (%) memiliki akses
terhadap sanitasi
layak

Persentase rumah
tangga yang

10 | PRTAM 0-100 92,64% | Numeric | Persen (%) memiliki akses
terhadap air minum
layak

Tingkat
11 | TPT 0-13,37 4,76% | Numeric | Persen (%) Pengangguran
Terbuka

56,39 —
97,93

Tingkat Partisipasi

12 | TPAK Angkatan Kerja

69,36% | Numeric | Persen (%)

Produk Domestik
Regional Bruto
(PDRB) atas Dasar
Harga Konstan
menurut
Pengeluaran

147485 - Rp. 75

13 | PDRB 460081046 Juta

Numeric | Rupiah (Rp)

Berdasarkan Tabel 3.2 terdapat 13 atribut yang digunakan dalam penelitian
ini. Atribut Provinsi, Kode berfungsi sebagai identitas wilayah sedangkan atribut
Tahun berfungsi sebagai penanda periode pengamatan dan tidak dilibatkan dalam
proses pelatthan model. Selanjutnya, PPM menunjukkan persentase penduduk
miskin di kabupaten/kota dengan nilai antara 2,38-41,66 persen. RLSP
menjelaskan rata-rata lama sekolah penduduk dengan rentang 1,42—12,83 tahun.
Kemudian, PPKD menggambarkan rata-rata pengeluaran per orang per tahun,
dengan nilai antara 3.976-23.888 rupiah. IPM menunjukkan capaian pembangunan
manusia dengan nilai 32,84-87,18, sedangkan UHH menjelaskan perkiraan usia
harapan hidup dengan nilai 55,43—77,73 tahun. Atribut PRTSL berisi persentase
rumah tangga dengan akses sanitasi layak pada rentang 0-99,97 persen, sementara
PRTAM berisi persentase rumah tangga dengan akses air minum layak pada
rentang 0—100 persen. Keduanya menggambarkan kondisi infrastruktur dasar di
masyarakat. Selain itu, TPT menunjukkan tingkat pengangguran terbuka dengan

nilai 0-13,37, dan TPAK menunjukkan tingkat partisipasi angkatan kerja dengan
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nilai 56,39-97,93. Terakhir, PDRB menggambarkan kondisi ekonomi wilayah
berdasarkan harga konstan dengan kisaran nilai 147.485-460.081.046 rupiah.
Selanjutnya, dilakukan identidikasi terhadap indikator dataset yang digunakan
terkait definisi operasional dan standar acuannya. Langkah ini penting agar
pemanfaatan variabel sesuai dengan kerangka konseptual kemiskinan yang berlaku
secara nasional maupun internasional. Dengan adanya identifikasi ini, posisi
masing-masing indikator dapat lebih jelas, baik sebagai ukuran langsung

kemiskinan maupun sebagai faktor yang memengaruhinya. Rincian identifikasi

indikator tersebut ditunjukkan pada Tabel 3.6.

Tabel 3. 6 Identifikasi Standar Indikator Kemiskinan

No | Indikator Definisi Standar / Acuan
1 Provinsi Wilayah -
2 | Kode Kode Wilayah -
3 Tahun Penanda waktu -
Garis kemiskinan = kebutuhan
4 PPM Persentase penduduk dengan | minimum 2.100 kkal/kapita/hari +
pengeluaran per kapita per bulan di | kebutuhan non-makanan dasar
bawah garis kemiskinan. (BPS).
5 RLSP Rata—rata tahun  sekolah  yang | Standart minimal wajib belajar 12
ditempuh penduduk usia > 25 tahun. | tahun di Indonesia. Kemendikbud).
Persentase penduduk yang | Idealnya 100% untuk pendidikan
6 PPKD menamatkan  jenjang pendidikan | dasar (SD) sesuai target wajib
tertentu (SD, SMP, SMA, PT). belajar (Kemendikbud).
Indeks gabungan pendidikan, | Sangat tinggi (= 80), Tinggi (70—
7 | IPM kesehatan, dan pengeluaran per kapita | 79), Sedang (60—69), Rendah (< 60)
(0-100). (BPS).
8 | UHH Eﬁ?‘ram lama hidup penduduk sejak | - 7 (.1 kategori baik (WHO).
9 PRTSL Proporsi rumah tangga dengan akses
jamban sehat/layak. 100% akses sanitasi layak (SDGs).
10 | PRTAM P.ropqrsi rumah tangga dengan akses | 100% akses air minum layak
air minum layak. (SDGs).
Persentase angkatan kerja yang tidak L
11 | TPT bekerja (seda fg mencarijke};ja)% < 5% normal, > 10% tinggi (ILO).
12 | TPAK Persentase pendudu!( usia kerja yang Nasional rata-rata 65-70% (BPS).
masuk angkatan kerja.
13 | PDRB Nilai barang/jasa per kapita per tahun )
di suatu daerah.

3.2.3.2 Preprocessing Data

Pada tahap ini, dilakukan proses normalisasi data dengan tujuan untuk

menyeragamkan skala antarvariabel sehingga setiap fitur memiliki kontribusi yang
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seimbang dalam proses pelatihan model. Normalisasi diperlukan karena perbedaan
rentang nilai antarvariabel dapat memengaruhi kinerja jaringan saraf tiruan,
khususnya pada proses optimasi berbasis gradien. Metode normalisasi yang
digunakan dalam penelitian ini adalah standardisasi (Z-score normalization), yaitu
teknik transformasi data yang mengubah setiap nilai menjadi memiliki rata-rata nol
dan simpangan baku satu. Proses standardisasi dihitung menggunakan Persamaan

(1) sebagai berikut:

X =ox—u (D
Ket:
x = nilai dari data awal
x' = nilai dari data hasil normalisasi
il = nilai rata-rata (mean) dari data
o = nilai simpangan baku (standar deviasi) dari data

3.2.3.3 Artificial Neurol Network (ANN)

Penelitian ini menggunakan beberapa parameter penting yaitu learning
rate, optimizer, serta fungsi aktivasi, yang mana berpengaruh terhadap kinerja
jaringan yang dibangun. Learning rate ditetapkan sebesar 0,2,
sementara optimizer yang dipilih yaitu Adam. Pada fungsi aktivasi digunakan
ReLU (Rectified Linear Unit), berdasarkan karakteristik keluaran yaitu berada

dalam rentang 0 sampai positif tak terbatas.

e Proses Penentuan Jumlah Node dan Hidden Layer

Dalam penerapan model Artificial Neural Network (ANN), langkah awal
yaitu menetapkan variabel yang berperan dalam memengaruhi hasil prediksi.
Variabel-variabel tersebut berfungsi sebagai variabel prediktor pada dataset yang
digunakan. Penentuan variabel prediktor ini penting karena menjadi dasar bagi
proses pengujian jaringan multi-layer, yang selanjutnya bertujuan untuk

menjelaskan sejauh mana variabel input memberikan pengaruh terhadap hasil
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prediksi yang dihasilkan oleh model. Menurut (Paruthi et al., 2022) dalam proses
pemilihan variabel input, setiap variabel memiliki pengaruh yang signifikan
terhadap tingkat akurasi prediksi pada jaringan saraf. Hasil prediksi bisa lebih baik
jika variabel yang dipakai benar-benar relevan, kemudian di standarisasi, dan
diproses dengan fungsi tertentu untuk menghindari overfitting dan bisa memberi
hasil yang optimal.

Artificial Neurol Network umumnya memiliki tiga lapisan utama. Pertama,
lapisan masukan atau input yang menerima data dari luar dan menyesuaikannya
agar mudah diproses. Kedua, lapisan tersembunyi yang berisi neuron untuk
menemukan pola dari data tersebut. Ketiga, lapisan keluaran atau oufput yang
menghasilkan hasil akhir berdasarkan pemrosesan sebelumnya (Novita Sari et al.,
2024). Secara teori, 1 Hidden Layer sudah cukup untuk membangun jaringan syaraf
tiruan yang mampu mendekati fungsi non-linier yang continu. Hal ini merujuk pada
Universal Approximation Theorem yang pertama kali dibuktikan oleh (Cybenkot,
1989). Teorema tersebut menyatakan bahwa jaringan syaraf tiruan dengan satu
hidden layer dan jumlah neuron yang memadai dapat melakukan aproksimasi
terhadap berbagai fungsi matematis dengan tingkat ketelitian tertentu.

Berdasarkan teori tersebut, penelitian ini melakukan serangkaian eksperimen
untuk menentukan jumlah node serta lapisan tersembunyi yang optimal pada
jaringan saraf tiruan. Langkah ini penting dilakukan untuk menemukan konfigurasi
jaringan yang mampu memprediksi angka kemiskinan secara akurat, sekaligus
meminimalkan risiko overfitting yang dapat terjadi apabila jaringan terlalu
kompleks. Dalam eksperimen ini, dilakukan pengujian beberapa kombinasi jumlah
node pada 1 hingga 2 hidden layer untuk melihat pengaruh variasi arsitektur
terhadap performa model. Setiap konfigurasi jaringan dievaluasi menggunakan dua
metrik utama, yaitu Mean Squared Error (MSE) dan Mean Absolute Percentage
Error (MAPE), yang masing-masing memberikan gambaran kuantitatif mengenai
kesalahan prediksi model pada data testing. Hasil dari percobaan ini kemudian
dianalisis untuk menentukan konfigurasi yang memberikan nilai error terendah

sekaligus stabil, sehingga menjadi dasar ilmiah dalam pemilihan arsitektur final
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ANN yang digunakan dalam penelitian ini. Hasil percobaan dan kombinasi

node/layer yang diuji dapat dilihat pada Tabel 3.7 berikut.
Tabel 3. 7 Konfigurasi Arsitektur ANN (Hidden Layer Node)

If:;:: le;grel le;);i: 2 | MAPE(%) Catatan
1 4 - 15.02 Training stabil
1 6 - 13.05 Error menurun
| 8 ) 13.02 ;f;r:;rf{lllt);}llan node tidak
1 10 - 13.01 Tidak ada peningkatan signifikan
2 6 6 12.04 Hasil membaik
2 6 9 11.02 Pilihan terbaik
2 8 8 11.05 Tidak lebih baik dari 6+9
2 8 10 11.03 Peningkatan tidak signifikan
2 10 10 11.04 Tidak efisien

Berdasarkan Tabel 3.6, nilai error cenderung menurun seiring bertambahnya

node dan hidden layer. Pada 1 hidden layer, peningkatan node dari 4 ke 6
menurunkan MSE dari 0.120 ke 0.100 dan MAPE dari 15.2% ke 13.5%, sedangkan

penambahan node lebih lanjut hanya menurunkan error sedikit. Pada 2 hidden layer,

kombinasi 6+9 node menghasilkan MSE dan MAPE terendah (0.080 dan 11.2%),

sementara penambahan node lebih banyak tidak menurunkan error secara

signifikan. Dengan demikian, arsitektur final yang dipilih adalah 2 hidden layer

dengan 6+9 node, memberikan prediksi dengan error paling rendah.
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Gambar 3. 2 Grafik Perbandingan MAPE pada Berbagai Arsitektur ANN
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Dari grafik, terlihat bahwa baik MSE maupun MAPE cenderung menurun
seiring bertambahnya jumlah node dan hidden layer. Pada model 1 hidden layer,
penurunan error signifikan terjadi saat node bertambah dari 4 ke 6, sedangkan
penambahan node lebih banyak hanya menurunkan error sedikit. Pada model 2
hidden layer, kombinasi 6+9 node menghasilkan MSE dan MAPE terendah,
sementara penambahan node lebih banyak tidak memberikan perbaikan berarti.
Grafik ini menunjukkan bahwa konfigurasi 2 hidden layer dengan 6+9 node adalah

titik optimal untuk prediksi angka kemiskinan.

e Arsitektur ANN

Selanjutnya, berdasarkan teori dari (Cybenkot, 1989), penelitian ini
merancang arsitektur jaringan pertama dengan menggunakan 1 hidden layer atau 3
lapisan utama. Pada input layer terdapat 13 node, 6 node pada hidden layer, dan 1
node pada output layer yang menghasilkan prediksi angka kemiskinan. Sedangkan
pemilihan jumlah neuron atau node di hidden layer pada penelitian ini merujuk
pada temuan (Sahi & Galib, 2025) yang menggunakan pendekatan jumlah digit
angka terbanyak dalam dataset sebagai acuan penentuan jumlah node. Adapun

arsitektur jaringan pertama penelitian ini dapat dilihat secara lebih jelas pada

Gambar 3.3.
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Jumlah node yang ditampilkan pada setiap lapisan dipilih berdasarkan alasan
yang jelas. Pada layer input terdapat 13 node mewakili seluruh atribut dataset yang
digunakan. Sedangkan pada hidden layer terdiri dari 6 node mewakili digit angka
pada setiap atribut dataset, terutama pada atribut PDRB (Tabel 3.5). Sementara itu,
layer output hanya memiliki 1 node karena hasil akhir yang diharapkan adalah
prediksi angka kemiskinan. Maka, arsitektur jaringan pada arsitektur jaringan
pertama penelitian ini ditulis dalam bentuk notasi 13-6-1.

Akan tetapi, terdapat pandangan lain dalam penelitian (Seidi et al., 2025)
yang menyatakan bahwa 2 hidden layer seringkali lebih unggul dalam aspek
generalisasi. Maka dari itu, arsitektur jaringan pada penelitian ini kemudian
dikembangkan dengan menambah 1 hidden layer tambahan, yang artinya pada
arsitektur jaringan kedua memiliki 4 lapisan utama. Pada input layer terdiri dari 13
node, hidden layer yang pertama yaitu 6 node, sedangkan hidden layer yang ke-dua
9 node, serta 1 node output layer yang menghasilkan prediksi angka kemiskinan.

Adapun arsitektur jaringan kedua penelitian ini bisa diketahui dalam Gambar 3.4.
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Gambar 3. 4 Arsitektur Jaringan Kedua Model ANN

Adapun arsitektur jaringan kedua input layer terdiri dari 13 node mewakili
seluruh atribut setiap data, hidden layer pertama terdiri dari 6 node mewakili digit

angka pada setiap atribut dataset, terutama parameter PDRB (Tabel 3.5), hidden
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layer yang ke-dua 9 node mewakili 9 digit pada rentang nilai yaitu parameter PDRB
(Tabel 3.5), serta 1 node dalam output layer karena keluaran dari sistem ini yaitu
prediksi angka kemiskinan. Pada arsitektur di jaringan yang ke-dua dalam riset ini
ditulis dalam bentuk notasi 13-6-9-1. Penentuan jumlah pada node di hidden layer
arsitektur jaringan kedua ditentukan berdasarkan alasan serupa dengan arsitektur
pada jaringan yang pertama.
Dengan demikian, dapat dipahami bahwa variasi strategi Artificial Neurol
Network pada penelitian ini dapat dikelompokkan pada 2 (dua) bagian, yaitu:
1. Neurol Network dengan 13 node pada layer input, 6 node hdiden layer,
dan 1 node output layer (13-6-1).
2. Neurol Network dengan 13 node pada layer input, 6 node hdiden layer
pertama, 9 node pada hidden layer yang kedua, serta 1 node output layer
(13-6-9-1).

Penelitian ini menggunakan beberapa parameter penting yaitu
optimizer, learning rate, serta fungsi aktivasi, yang mana berpengaruh terhadap
kinerja jaringan yang dibangun. Learning rate ditetapkan sebesar 0,2, sedangkan
pada pemilihan optimizer yaitu menggunakan Adam. Pada fungsi aktivasi
digunakan ReLU (Rectified Linear Unit) karena sesuai dengan karakteristik
keluaran yang diinginkan yaitu di antara 0 sampai nilai negatif.

Pada tahapan forward propagation, model dievaluasi untuk melihat
kesesuaian hasil prediksi dengan data aktual. Selanjutnya, dilakukan
proses backpropagation dengan tujuan meminimalkan tingkat kesalahan melalui
pembaruan bobot secara terbalik. Prosedur ini diulang secara iteratif hingga
diperoleh tingkat akurasi prediksi yang optimal. Setelah itu, bobot diinisialisasi
kembali dan gradien dari fungsi error dihitung untuk menyempurnakan pembaruan

bobot menggunakan rumus berikut (Rahmi, 2024):

t=>b+ YiLixw; ()
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Keterangan:

t = nilai input neuron (node input)

b = bobot bias

i = indeks yang dipakai dalam operasi penjumlahan, dengan rentang 1
hingga n

Xi = bobot atau nilai penghubung node pada neuron input ke-i

wi = nilai input ke-i berdasarkan node sebelumnya

n = total fitur

Selanjutnya, penggunaan fungsi aktivasi pada penelitian ini yaitu ReLU. Pada
fungsi ini dipilih karena mampu menyederhanakan proses komputasi dengan hanya
memberikan keluaran nol pada setiap nilai dari input negatif serta pengembalian
nilai pada input itu sendiri apabila nilainya positif (Firmansyah & Hayadi, 2022).
Karakteristik tersebut membuat ReLU tidak hanya lebih efisien dibandingkan
fungsi aktivasi lain, tetapi juga membantu mempercepat proses pelatihan jaringan
sekaligus mengurangi kemungkinan terjadinya permasalahan gradien yang sangat

kecil saat propagasi balik. Adapun persamaan fungsi ReLU dapat dituliskan sebagai

berikut:

f(x) = max (0,x) 3)
Keterangan:
X = input ke neuron (hasil kombinasi bobot dan bias)

f(x) = output neuron setelah melalui fungsi aktivasi

Turunan  (derivative)  fungsi ReLU yang  digunakan  pada
proses backpropagation adalah:
' _ |1, jikax>0
f (x) - {0, Jika x <0 (4)
Keterangan:
f(x) = outputdari fungsi aktivasi ReLU

X = nilai masukan (hasil perhitungan linier bobot dan bias pada node)
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f(x) = turunan fungsi ReLU yang digunakan dalam pembaruan bobot saat

backpropagation

Pada tahap selanjutnya, untuk menghindari permasalahan overfitting akibat
kompleksitas jaringan, diterapkan teknik regularisasi dropout. Metode ini bekerja
dengan menonaktifkan sebagian neuron secara acak pada setiap iterasi pelatihan,
yang mana efektif dalam meningkatkan kemampuan generalisasi model karena
mencegah jaringan “menghafal” data latih, sehingga kinerja pada data uji dapat
lebih optimal. Secara matematis, dropout dapat dituliskan sebagai berikut (Labach

etal., 2019):

Y =f(z).m, m;~Bernoulli (g(wsx)) 4)
Keterangan:
w = bobot layer
z =w,+b

Tahap penting lain dalam membangun jaringan saraf tiruan adalah
menentukan nilai awal bobot. Pemilihan bobot awal yang tepat sangat berpengaruh
terhadap kecepatan dan kestabilan proses pelatihan. Jika bobot diinisialisasi dengan
nilai yang sama atau terlalu kecil, maka gradien dapat hilang (vanishing gradient)
atau berhenti diperbarui, sehingga model gagal belajar secara optimal. Untuk itu
digunakan metode He initialization, yaitu teknik inisialisasi bobot secara acak yang
dirancang khusus untuk jaringan dengan fungsi aktiftvasi ReLU. Metode ini
memastikan variansi sinyal tetap stabil antar-layer dengan mempertimbangkan
jumlah neuron pada layer sebelumnya. Secara matematis, random initialization
dapat dinyatakan sebagai berikut (Tribuana et al., 2025):

var(w;) = — (6)

4

Keterangan:
w; = bobot awal pada neuron ke-i

n; = jumlah neuron/node input pada layer
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Setelah melalui tahap inisialisasi bobot, proses pelatihan jaringan saraf
memerlukan algoritma optimasi yang mampu menyesuaikan laju pembelajaran
secara adaptif agar konvergensi dapat dicapai dengan lebih cepat dan stabil. Salah
satu algoritma yang banyak digunakan adalah Adam (Adaptive Moment
Estimation). Metode ini mengombinasikan keunggulan momentum, yang
mempercepat konvergensi dengan mengakumulasi gradien masa lalu, serta
RMSProp, yang menyesuaikan laju pembelajaran berdasarkan rata-rata kuadrat
gradien.

Pada tahap optimasi bobot, digunakan algoritma Adam Optimizer yang
bekerja dengan memanfaatkan momen pertama (rata-rata gradien) dan momen
kedua (rata-rata kuadrat gradien). Setiap parameter diperbarui secara bertahap
dengan mempertimbangkan kedua momen tersebut.

Adam merupakan metode optimasi yang menyimpan nilai rata-rata gradien
masa lalu yang menurun secara eksponensial sebagai momen pertama (mean), serta
rata-rata gradien kuadrat masa lalu sebagai momen kedua (varians). Perhitungan
diawali dengan menghitung estimasi momen pertama m_t dan momen kedua v _t

pada iterasi ke-t dihitung sebagai berikut (Yudistira, 2024):

my = Bime_q + (1-f1)9: (7

Rumus ini dipakai untuk menghitung momen pertama atau rata-rata gradien,
yaitu rata-rata gradien yang terpusat secara eksponensial, dimana g, gradien pada
iterasi ke-t, untuk m;_; nilai momen pertama pada iterasi sebelumnya, dan fS;

merupakan faktor peluruhan.
Ve = BoV1 + (l'ﬁz)gzt )]

Rumus ini dipakai untuk menghitung momen kedua, yaitu rata-rata kuadrat
gradien, dimana g? . kuadrat gradien pada iterasi ke-t, sedangkan v; nilai momen
kedua pada iterasi sebelumnya, dan 3, faktor peluruhan.

Pada m, dan v, bias menuju nol ketika tingkat peluruhan sangat kecil (yaitu

B1 dan B2 adalah mendekati nol). Untuk mengatasi situasi ini, momen pertama dan
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momen kedua dengan suku terkoreksi bias dihitung sebagai berikut (Yudistira,

2024):
ro_ Mg ro_ Ve
Me= g Ve T
n I
01 =0 ﬁﬁemt

Keterangan:
m; = estimasi rata-rata pertama (momentum gradien)
Vg = estimasi rata-rata kedua (kuadrat gradien)

m, , U, = estimasi bias-corrected dari m; dan v,

gt = gradien fungsi loss pada iterasi ke-t
0, = parameter (bobot) pada iterasi ke-t
a = laju pembelajaran (learning rate)

B , B2 = koefisien eksponensial (umumnya ; = 0,9, 5, = 0.999)

€ = konstanta kecil untuk mencegah pembagian dengan nol

3.2.3.4 Evaluasi Model

€))

(10)

Evaluasi model dalam penelitian ini dilakukan untuk mengetahui sejauh mana

tingkat ketepatan hasil prediksi yang dihasilkan oleh jaringan saraf tiruan (Artificial

Neural Network). Mengingat data pada penelitian ini telah melalui proses

normalisasi menggunakan metode Min-Max, maka salah satu ukuran kesalahan

yang sesuai dan relevan digunakan adalah Mean Square Error (MSE) dan Mean

Absolute Percentage Error (MAPE). Pada penelitian ini, pengukuran prediksi

angka kemiskinan di Indonesia yang diukur berdasarkan formula MSE dibawah ini:

MSE =231, (v, - ;)"
Keterangan:
MSE = nilai rata-rata kesalahan kuadrat
n = banyak data/banyak data

Yi = nilai aktual/target
Yi  =hasil prediksi

(In
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MSE dipakai dalam mengetahui jarak nilai prediksi Yi pada nilai awal Yi. Ini
dilakukan dengan melakukan perhitungan kuadrat dari prediksi serta total
sebenarnya, selanjutnya memperoleh rata-rata dari selisih kuadrat. Rendahnya nilai
dari MSE, bisa dikatakan bahwa model prediksi lebih baik. (Febrian et al., 2024)

Penggunaan MSE dipilih karena metrik ini mampu memberikan gambaran
yang lebih sensitif terhadap kesalahan besar (outlier), sehingga sangat sesuai untuk
memvalidasi performa model prediksi angka kemiskinsn. Dengan demikian,
semakin kecil nilai MSE yang dihasilkan, maka semasin baik pula kemampuan
model dalam melakukan prediksi tingkat kemiskinan. (Wijaya Rauf, 2023)

Selain MSE, penelitian ini juga menggunakan Mean Absolute Percentage
Error (MAPE) sebagai ukuran evaluasi. Jika MSE lebih menekankan pada rata-rata
kuadrat selisih antara nilai aktual dan nilai prediksi, maka MAPE digunakan untuk
mengetahui tingkat kesalahan prediksi dalam bentuk persentase terhadap nilai
aktual. Dengan demikian, MAPE memberikan gambaran yang lebih intuitif
mengenai seberapa besar deviasi hasil prediksi dibandingkan dengan data
sebenarnya, sehingga memudahkan dalam menginterpretasikan akurasi model
prediksi angka kemiskinan. Untuk melengkapi evaluasi model, pengukuran

prediksi angka kemiskinan juga dianalisis menggunakan formula MAPE berikut:

MAPE = ¥7_, |%| x 100% (12)

Keterangan:

MAPE = Mean Absolute Percentage Error

n = jumlah data/banyak data
y = nilai aktual/nilai target
hY% = nilai prediksi

3.2.3.5 Ekstraksi Fitur

Ekstraksi fitur adalah proses mengidentifikasi dan mengolah informasi
penting dari data mentah menjadi variabel yang lebih relevan untuk analisis. Tujuan
dari tahap ini adalah menyederhanakan data agar lebih mudah diproses, mengurangi

jumlah variabel yang tidak diperlukan, serta meningkatkan kinerja model prediksi
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dengan tetap mempertahankan informasi yang signifikan (Ajrana et al., 2021).

Ekstraksi fitur pada penelitian ini dapat dilihat pada Tabel 3.8 berikut.

Tabel 3. 8 Ektrasi Fitus

No Atribut Tipe data Keterangan
1 | Provinsi Text Dikurangi
2 | Kab/Kota Text Dikurangi
3 | Code String Dikurangi
4 | PPM Numeric -
5 | RLSP Numeric -
6 | PPKD Numeric -
7 | IPM Numeric -
8 | UHH Numeric -
9 | PRTSL Numeric -
10 | PRTAM Numeric -
11 | TPT Numeric -
12 | TPAK Numeric -
13 | PDRB Numeric -

Tabel di atas menunjukkan atribut yang digunakan dalam penelitian ini yaitu
sebanyak 13 atribut. Dari semua atribut, terdapat 3 variabel berupa teks dan string,
seperti Provinsi, Kabupaten/Kota, dan Code, yang kemudian dikurangi.
Pengurangan atribut tersebut dilakukan untuk menyederhanakan model serta
memfokuskan analisis hanya pada variabel numerik, sehingga hasil prediksi yang
dihasilkan dapat lebih optimal. Setelah dilakukan pengurangan, jumlah atribut yang

digunakan dalam penelitian ini menjadi 10 variabel numerik.

3.2.3.6 Proses Utama

Proses analisis dengan memakai metode ANN dilakukan melalui beberapa
tahapan. Pertama, ditentukan data yang akan digunakan sebagai input, kemudian
ditetapkan jumlah hidden layer yang sesuai. Setelah itu, dipilih fungsi aktivasi pada
model backpropagation untuk membantu proses pembelajaran jaringan. Tahap
berikutnya adalah melakukan perhitungan bobot pada fase feedforward hingga

diperoleh hasil perhitungan. Selanjutnya, hasil tersebut dianalisis untuk
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menghasilkan output akhir yang kemudian dijadikan dasar dalam penarikan

kesimpulan.

3.2.3.7 Implementasi Sistem

Setiap model ANN pada dasarnya dibangun dari node buatan. Mekanismenya
mengikuti tiga aturan utama, yaitu perkalian, penjumlahan, dan aktivasi. Pada tahap
awal, setiap data masukan dikalikan dengan bobot masing-masing. Hasil perkalian
tersebut kemudian dijumlahkan bersama bias. Selanjutnya, nilai yang diperoleh
diproses melalui fungsi aktivasi sebelum akhirnya diteruskan menjadi keluaran dari

jaringan ANN.

3.2.3.8 Eksperimen

Tahap eksperimen dalam penelitian ini dilakukan menggunakan Google
Colab untuk membangun dan menguji model Artificial Neural Network (ANN)
dalam memprediksi angka kemiskinan. Setelah diperoleh hasil prediksi, langkah
selanjutnya adalah melakukan analisis dengan cara membandingkan performa dari
kedua arsitektur jaringan yang dirancang. Model terbaik dipilih berdasarkan tingkat
kesalahan terkecil yang diukur dengan parameter Root Mean Square Error
(RMSE).

Secara konseptual, ANN tidak memiliki aturan baku dalam penentuan
arsitektur jaringan yang optimal. Oleh karena itu, perancangan arsitektur pada
penelitian ini dilakukan secara bertahap dengan memodifikasi jumlah node dan
hidden layer sesuai kebutuhan model. Setiap rancangan kemudian dievaluasi
menggunakan algoritma backpropagation dengan tolok ukur nilai RMSE.

Dari semua atribut numerik yang tersedia dijadikan sebagai variabel input,
sedangkan tingkat kemiskinan digunakan sebagai variabel target. Data penelitian
ini dibagi menjadi dua kelompok, yaitu 80% data latih dan 20% data uji, sehingga
model dapat diuji sekaligus dievaluasi performanya. Rincian pembagian data bisa

diketahui dalam Tabel 3.9.
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No Model Atribut Tipe Data Data Data UJi
Latih
1 A PPM Numeric
2 B RLSP Numeric
3 C PPKD Numeric
4 D IPM Numeric
5 E UHH Numeric
6 F PRTSL Numeric 411 103
7 G PRTAM Numeric
8 H TPT Numeric
9 I TPAK Numeric
10 J PDRB Numeric

Selain membagi 10 satribut yang merupakan variabel target, pada riset ini
juga melakukan variasi total node di lapisan tersembunyi (Tabel 3.8). Dengan
demikian, didapatkan beberapa kombinasi atau pola arsitektur yang kemudian
digunakan dalam tahapan latih dan uji (Tabel 3.9). Pola tersebut selanjutnya
disajikan pada tabel berikut untuk memperjelas rancangan arsitektur yang diuji

pada riset ini, bisa diketahui dalam tabel 3.10.

Tabel 3. 10 Banyaknya Node Pada Masing-Masing Hidden Layer

Model Node Arsitektur
1 13-6-1 13 input — 6 node — 1 output
2 13-6-9-1 13 input — 6 node — 9 node — 1 output

Penelitian ini melakukan uji coba sebanyak 20 kali pada setiap strategi
sesuai dengan nama pelatihan yang telah ditentukan. Pengujian dilakukan
menggunakan Google Colab dalam membangun model ANN berbasis algoritma
backpropagation dalam memprediksi angka kemiskinan. Hasil prediksi kemudian
dianalisis dengan membandingkannya terhadap nilai actual, sehingga diperoleh

struktur kenodean yang paling tepat bisa dilihat pada tabel 3.11.
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Tabel 3. 11 Variasi Input pada Model yang dilatih

Algoritma Arsitektur Variable Target Nama Pelatihan
BPN-1A
BPN-1B
BPN-1C
BPN-1D
BPN-1E
BPN-1F
BPN-1G
BPN-1H
BPN-11
BPN-1J
BPN-2A
BPN-2B
BPN-2C
BPN-2D
BPN-2E
BPN-2F
BPN-2G
BPN-2H
BPN-21
BPN-2J

BPN

=T QmogQuE > =~ Q™ EO Q| ®E >

3.3 Instrumen Penelitian

Pada bagian ini, instrument penelitian berisi deskripsi mengenai parameter-
parameter yang dijadikan acuan dalam proses analisis. Parameter tersebut
mencakup variable independent, variable intervening sebagai penghubung, serta
variable dependen. Adapun rincian secara lebih jelas terkait parameter yang
digunakan bisa diketahui dalam Tabel 3.12.

Tabel 3. 12 Instrumen pada Penelitian

Variable . Variable Variable
Main Process .
Independen Intervening Dependen
PPM, RLSP,

PPKD, IPM o o .
’ ; Prediksi Angka Nilai Akurasi
UHH, PRTSL, A Kemiskinan MSE-based

PRTAM , TPT, e e

TPAK, PDRB
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Berdasarkan tabel diatas dapat dilihat bahwa Variabel independen dalam
penelitian ini meliputi PPM, RLSP, PPKD, IPM, UHH , PRTSL , PRTAM , TPT,
TPAK, PDRB. Selanjutnya variabel dependen yang merupakan hasil yang
dipengaruhi oleh variabel independen tersebut. Menurut (Rahmawati, 2021)
variabel dependen sering disebut juga variabel keluaran atau konsekuensi. Dalam
penelitian ini, variabel dependen yang dianalisis adalah nilai akurasi berbasis MSE
atau MSE-based untuk menilai kinerja ANN dalam memprediksi angka
kemiskinan.

Variabel intervening atau variabel perantara adalah variabel yang secara teori
berperan dalam menjembatani hubungan antara variabel independen dan variabel
dependen (Widiastuti et al., 2022). Hubungan yang terbentuk menjadi tidak
langsung karena pengaruh variabel independen disalurkan melalui variabel
intervening ini. Dengan kata lain, variabel independen tidak memengaruhi variabel
dependen secara langsung, melainkan melalui variabel perantara. Adapun variabel

penghubung atau intervening pada penelitian ini yaitu prediksi angka kemiskinan.



BAB IV
MODEL ANN SATU HIDDEN LAYER

4.1 Design

Design penelitian adalah proses yang dirancang untuk menjawab
permasalahan yang diteliti. Melalui tahapan ini, objek penelitian dapat dipahami
dengan lebih jelas dan menjadi dasar dalam menarik kesimpulan. Dalam penelitian
ini, peneliti menggunakan Artificial Neural Network (ANN) dengan algoritma
Backpropagation untuk memprediksi angka kemiskinan di Indonesia. Strategi awal
dilakukan dengan membangun jaringan ANN yang memiliki satu hidden layer.
Jaringan tersebut terdiri atas input berupa data kemiskinan (Ii), bobot penghubung
antara lapisan input dan lapisan tersembunyi (Wij), keluaran dalam lapisan
tersembunyi dengan jumlah node yang sudah ditetapkan (Hj), pada bobot
penghubung menuju output (Ujt), serta output berupa prediksi angka kemiskinan

(Ot). Lebih jelas bisa diketahui dalam Gambar 4.1.

Input Layer Hidden Layer 1
@ (H)

Output Layer

Prediksi _
Angka Kemiskinan

7 R
oo

> '«’ <2
(D ‘?"/'

Arus Maju

Arus Balik

Gambar 5. 1 Rancangan Arsitektur Model ANN Dengan Lapisan

Tersembunyi Pertama
41
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Strategi pertama dalam memprediksi tingkat kemiskinan dengan metode ANN
dengan algoritma arus balik dirancang dengan satu hidden layer berkonfigurasi 13—
6-1. Model ini bekerja dalam kerangka supervised learning, di mana proses
pelatihan dipandu oleh dua metrik evaluasi, yaitu Mean Square Error (MSE) dan
Mean Absolute Percentage Error (MAPE), yang berfungsi sebagai penentu
penghentian proses sekaligus dasar penyesuaian bobot hingga mencapai nilai
optimal. Dengan demikian, pelatihan akan berhenti secara otomatis saat
konvergensi tercapai. Adapun alur pelatihan pada strategi pertama ini bisa diketahui

dalam Gambar .2.

( Mulai )

\ 4
Inialisasi data
pelatihan
A

Inialisasi bobot, learning rate,
epoch, dan node

A 4

Proses pembelajaran

A 4

Fase propagasi maju

Ya
Selesai

Mencapai waktu konvergensi?

Fase backpropagation

A

ﬁ/ Bobot baru /

Gambar 4. 1 Flowchart Proses Pelatihan
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. Penyiapan data masukan

. Penetapan parameter model

. Tahap Forward Propagation

a. Menghitung sinyal pada setiap node di hidden layer (H;). Pada tahap ini,
data dari variabel masukan (I;) diteruskan sebagai sinyal ke seluruh node
pada hidden layer pertama.

Hper j = Toj + Xizq1 IiTi; (D
Dimana i node ke-i ( i=1, 2, 3..., n) di dalam input layer dan j node
ke-j (j=1,2,3 ...,p) di dalam hidden layer pertama. I; merupakan nilai
input di dalam node masukan i ke node tersembunyi j. To; merupakan
bias di dalam input layer dan Ti; merupakan bobot di dalam node
masukan { yang mengarah ke node j.

b. Seluruh keluaran pada hidden layer pertama dihitung dengan fungsi
ReLU. Nilai hasil perhitungan tersebut kemudian digunakan pada setiap
node di hidden layer pertama untuk tahap selanjutnya.

H; = f(Hyee ;) = max (0, Hyey ;) ()
Dengan max sebagai nilai maksimum antara 0 dan Hpe j. Hasil
perhitungan f (Hne: ;) adalah nilai aktivasi di dalam node tersembunyi j
yang kemudian didistribusikan ke semua node keluaran.

c. Sesudah nilai didapatkan pada setiap lapisan tersembunyi, dihitung
jumlah seluruh sinyal yang masuk ke keluaran (Hj ... Hn) dengan
bobotnya. Uo « adalah nilai bias pada hidden layer, H;j adalah hasil yang
keluar dari hidden layer, danUjx adalah bobot pada node tersembunyi j
yang mengarah ke node keluaran k( k=1, 2, 3, ..., m).

Onet j = Up ke Xi=1 HjUjie 3)

d. Berdasarkan pada fungsi aktivasi yaitu ReLU dalam melakukan
penghitungan sinyal keluaran, adapun nilai yang di dapatkan yaitu:

Ok = f (Oner x) = max (0, Opey 1) @)
O,.et k adalah hasil perolehan fungsi aktivasi, ialah total nilai dari node

tersembunyi serta node output.
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4. Sesudah didapatkan nilai output, selisih target dan nilai outputnya dihitung
dengan rumus MSE dan MAPE.

1 A N2
MSE = -3, (Y - Yi) (5)
MAPE = ¥*_, |%| x 100% (6)

Jika waktu konvergensi telah tercapai, maka proses akan terhenti.
Sebaliknya jika waktu konvergensi belum tercapai, maka dilakukan proses
backpropagation dengan memperbarui bobot
5. Tahap Backpropagation
a. Jumlah nilai error (6x) di lapisan output (Okx) yang menjadi tempat
diterimanya pola yang ditargetkan (tx) lalu dikirim pada lapisan
selanjutnya yang dipakai untuk melakukan perhitungan bobot & koreksi

bias antara input layer serta hidden layer.

8 = (Tye — Oy ) f'©Omet i) (7
yaitu:
f'©netid) = (1—f (Onet 1)) f (Onet &) (3)

b. Sesudah nilai error di hidden layer pertama serta lapisan keluaran
didapatkan, dilanjutkan dengan melakukan perhitungan kesalahan

terhadap lapisan masukan dan lapisan tersembunyi pertama.

8j = (Opee j f'Onets) )
yaitu:

Onet j = Xk=10kUjk (10)
fr#met)) = (1~ f(Hner ))f (Hnet ;) (12)

c. Sesudah skor error pada setiap layer telah diketahui, maka total koreksi

atau perubahan yang bisa ditambah pada setiap bobot lama bisa

dilakukan perhitungan.

AT & AUjr merupakan perubahan yang bisa ditambah terhadap bobot

yang lama bisa dilakukan perbaharuan berdasarkan a (learning rate), §;
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merupakan kesalahan dari lapisan masukan dan lapisan tersembunyi,
serta §x merupakan kesalahan antara hidden layer dan lapisan keluaran.
I; adalah input yang berasal dari node i ke node j, sedangkan H;
merupakan hasil aktivasi fungsi dari hidden layer.
6. Tahap Perubahan Bobot
Sesudah AT;; & AUjx didapatkan, tahapan berikutnya yaitu melakukan
perbaikan nilai atau bobot yang lama untuk menjadi bobot yang baru.
T;j(new) = T;; (old) + AT}; (15)
Ujx(mew) = Uy (old) + AUy (16)
Tij(new) adalah bobot baru antara input layer dan hidden layer pertama
yang akan dicari, sedangkan Tii(old) adalah bobot lama yang akan
diperbarui. Ujx(new) adalah bobot baru antara hidden layer pertama dan
lapisan keluaran yang akan dicari, sedangkan Ujr(old) adalah bobot lama

yang akan diperbarui.

4.2 Implementasi

Program dibangun menggunakan platform Kaggle dengan arsitektur satu
hidden layer berisi 13 node. Pada tahap evaluasi, proses optimasi dilakukan dengan
mengacu pada nilai MSE terkecil selama pengujian. Setiap atribut digunakan secara
bergantian untuk menjadi variabel yang di targetkan, sekaligus ditentukan total
node dalam hidden layer yang merujuk pada pendekatan (Sahi & Galib, 2025)
dengan menggunakan jumlah digit terbanyak dalam dataset sebagai acuan. Rincian

parameter uji bisa diketahui dalam Tabel 4.1.

Tabel 4. 1 Indikator/Parameter/Atribut Model

Tipe Jaringan BPN-ANN
Fungsi Aktivasi ReLU
Optimizer Adam
Persamaan MSE, MAPE
Input Layer 13
Hidden Layer 1 Hidden Layer
Node Hidden Layer 6
Output Layer 1
Learning Rate 0,2
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4.3 Uji Coba

Pelatihan model dilakukan dengan memakai data yang yang tersedia, dengan
proporsi 80% data latih serta 20% data uji. Data yang tersedia digunakan dalam
proses evaluasi model. Pada tahap pelatihan, setiap parameter secara bergantian

menjadi variabel target, selain parameter Provinsi, Kab/Kota, dan Code.

4.3.1 Pelatihan BPN-1A
Pelatihan tersebut memperoleh hasil dari BPN-1A memakai parameter target

atribut PPM untuk variable target disajikan dalam Tabel 4.2.

Tabel 4. 2 Tahap Pelatihan BPN-1A

Epoch Time Training Loss | Validation Loss
1 2s 201ms 7.152.238 4.768.136
2 Os 12ms 3.083.944 4.141.344
3 Os 13ms 2.638.846 4.644.347
4 Os 12ms 2.425.899 4.515.760
5 Os 11ms 2.324.124 4.318.277

46 Os 12ms 1.626.743 3.553.773
47 Os 12ms 1.571.779 3.500.410
48 Os 12ms 1.623.385 3.593.774
49 Os 13ms 1.758.834 3.631.966
50 Os 13ms 1.629.513 4.028.017

Berdasarkan Tabel 4.2, diketahui bahwa pelatihan model BPN-1A
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 29,19 dan
MAPE senilai 12,87%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 1.629.513 dan nilai Validation Loss sebesar 4.028.017. Hasil dari

pelatihan divisualisasikan berupa grafik, bisa diketahui dalam Gambar 4.1.
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Gambar 4. 2 Pelatihan BPN-1A

Pada gambar 4.2 memperlihatkan grafik training loss pada model prediksi
angka kemiskinan. Grafik menunjukkan penurunan loss yang tajam pada epoch
awal, menandakan model mulai mempelajari pola dasar. Namun, pada epoch
berikutnya loss berfluktuasi dan belum stabil, menunjukkan pembelajaran belum
optimal dan model belum menangkap hubungan antar variabel secara kuat,

kemungkinan karena keterbatasan arsitektur atau kompleksitas data.

Perbandingan Aktual vs Prediksi (Diurutkan)
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Nilai PPM
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—
W
!
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— Aktual
— Prediksi
54 Ted1Ks1
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Observasi (diurutkan)

Gambar 4. 3 Perbandingan Data Aktual dan Prediksi BPN-1A
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Pada gambar 4.3 diatas, menampilkan perbedaan dari nilai aktual dan hasil
prediksi dari model di 50 data pertama. Terlihat bahwa garis prediksi (warna
oranye) bergerak searah dengan data aktual (warna biru), yang menunjukkan
adanya kemampuan model dalam memahami pola pergerakan data. Namun, masih
terdapat sejumlah deviasi yang menyebabkan hasil prediksi belum sepenuhnya
identik dengan nilai aktual. Dengan demikian, grafik ini memperlihtakan
bahwasanya model bisa mengikuti arah pergerakan data aktual secara umum,

meskipun terdapat selisih nilai pada beberapa titik pengamatan.

4.3.2 Pelatihan BPN-1B
Hasil pada pelatihan BPN-1B memakai parameter RLSP mejadi variable
target disajikan dalam Tabel 4.3

Tabel 4. 3 Tahap Pelatihan BPN-1B

Epoch Time Training Loss | Validation Loss
1 2s 195ms 2.527.408 3.912.703
2 Os 12ms 6.130.209 4.457.743
3 Os 12ms 4.026.125 3.698.637
4 Os 13ms 3.852.706 3.329.912
5 Os 13ms 3.653.929 3.092.618
46 Os 12ms 3.018.663 4.330.347
47 Os 12ms 3.045.115 4.709.894
48 Os 12ms 2.862.271 4.916.405
49 Os 11ms 3.288.305 4.255.150
50 Os 12ms 3.213.449 4.186.967

Berdasarkan Tabel 4.3, diketahui bahwa pelatthan model BPN-1B
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai 4,9 dan
MAPE senilai 3,22%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 3.213.449 dan nilai Validation Loss sebesar 4.186.967. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 4.3
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Gambar 4. 4 Skor Loss Pelatihan BPN-1B

Pada Gambar 4.3 memperlihatkan grafik nilai 7raining Loss pada total
epoch. Di awal pelatihan, skor /oss cukup tinggi, namun mengalami penurunan
yang sangat tajam pada epoch-epoch awal. Setelah itu, grafik /oss terlihat menurun
secara bertahap dan kemudian berada pada kondisi relatif stabil di kisaran nilai
rendah hingga akhir epoch. Pola ini memperlihatkan tahapan pelatihan yang
berjalan dengan baik, karena model mampu meminimalkan /oss seiring
bertambahnya epoch, serta tidak menunjukkan indikasi peningkatan /oss yang

signifikan di akhir pelatihan.

Perbandingan Aktual vs Prediksi (Diurutkan)
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Gambar 4. 5 Perbandingan Data Aktual dan Prediksi BPN-1B
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Dalam gambar 4.2 tersebut, menampilkan komparasi antara nilai faktual
dengan hasil prediksi suatu model pada 50 data pertama. Terlihat bahwa garis
prediksi cenderung mengikuti arah perubahan data aktual, baik ketika nilai
mengalami kenaikan maupun penurunan. Hal ini menunjukkan bahwa model telah
mampu menangkap pola umum dari data yang dianalisis. Walaupun demikian,
masih terlihat beberapa perbedaan nilai antara prediksi dan data aktual, terutama
pada titik-titik dengan perubahan yang cukup tajam. Dengan kata lain, model sudah
bekerja dengan baik dalam menggambarkan tren secara umum, meskipun masih

ada ketidakakuratan pada sebagian kasus individu.

4.3.3 Pelatihan BPN-1C
Hasil pelatihan BPN-1C memakai atribut PPKD untuk variabel target
disajikan dalam Tabel 4.4.

Tabel 4. 4 Proses Pelatihan BPN-1C

Epoch Time Training Loss | Validation Loss
1 2s 208ms 1.111.049 1.106.680
2 Os 12ms 8.258.076 4.772.937
3 Os 13ms 2.733.583 2.113.861
4 Os 12ms 1.259.817 1.453.860
5 Os 13ms 8.030.601 7.224.213
46 Os 13ms 9.257.245 1.108.343
47 Os 13ms 9.274.566 1.107.318
48 Os 12ms 9.288.993 1.103.736
49 Os 13ms 9.305.541 1.103.041
50 Os 13ms 9.332.059 1.103.341

Berdasarkan Tabel 4.4, diketahui bahwa pelatthan model BPN-1C
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 1085070,25
dan MAPE senilai 999,98%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar  9.332.059 dan nilai Validation Loss sebesar 1.103.341. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 4.5.
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Gambar 4. 6 Nilai Loss Pelatihan BPN-1C

Pada Gambar 4.5 terlihat grafik Training Loss yang pada awal pelatihan

bernilai sangat tinggi kemudian menurun tajam pada epoch-epoch awal. Setelah itu,

penurunan berlangsung lebih lambat hingga akhirnya stabil pada nilai yang rendah

mulai sekitar epoch ke-15. Pola ini menunjukkan bahwa model berhasil melakukan

proses pelatihan dengan baik karena loss dapat diminimalkan dan tetap stabil

hingga akhir epoch.
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Gambar 4. 7 Perbandingan Data Aktual dan Prediksi BPN-1C
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Pada Gambar 4.6 terlihat bahwa pola prediksi cukup mengikuti pola data
aktual meskipun terdapat perbedaan nilai pada beberapa titik. Tren yang dihasilkan
model sudah mampu merepresentasikan data dengan baik. Hal tersebut
memperlihatkan performa model bisa dikatakan cukup baik meski masih terdapat

sedikit penyimpangan.

4.3.4 Pelatihan BPN-1D
Hasil yang diperoleh dari proses pelatihan BPN-1D memakai atribut IPM
dijabarkan dalam pada Tabel 4.5.

Tabel 4. 5 Proses Pelatihan BPN-1D

Epoch Time Training Loss Validation Loss
1 25 235ms 2.411.532 5.182.910
2 0Os 13ms 3.274.241 1.380.742
3 Os 15ms 1.186.895 1.555.335
4 Os 15ms 7.445.098 6.072.338
5 0Os 13ms 3.670.745 5.140.309
46 0Os 14ms 1.358.816 3.374.431
47 0Os 13ms 1.442.306 3.460.105
48 Os 15ms 1.459.621 4.818.604
49 Os 15ms 1.511.617 5.617.855
50 Os 16ms 1.624.245 8.015.356

Berdasarkan Tabel 4.5, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 16 ms dengan MSE senilai 4,4 dan
MAPE senilai 2,95%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 1.624.245 dan nilai Validation Loss sebesar 8.015.356. Hasil
pelatihan divisualisasikan dalam bentuk grafik, dapat diketahui pada Gambar 4.7.
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Gambar 4. 8 Nilai Loss Pelatihan BPN-1D

Pada Gambar 4.7 diperlihatkan grafik Training Loss terhadap jumlah epoch.
Pada awal pelatihan, nilai loss berada pada tingkat yang sangat tinggi, kemudian
mengalami penurunan tajam pada epoch-epoch awal. Selanjutnya, nilai loss
menurun secara bertahap hingga mencapai kondisi stabil pada nilai yang rendah,
menunjukkan bahwa proses pelatihan berjalan dengan baik, di mana model mampu
meminimalkan kesalahan prediksi secara konsisten.
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Gambar 4. 9 Perbandingan Data Aktual dan Prediksi BPN-1D
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Pada Gambar 4.8 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Secara umum, pola prediksi mampu mengikuti pola data aktual dengan
cukup baik, meskipun terdapat beberapa perbedaan nilai pada titik tertentu. Hal ini
menunjukkan bahwa model telah mampu merepresentasikan tren data secara

konsisten, meski masih terdapat sedikit penyimpangan.

4.3.5 Pelatihan BPN-1E
Hasil yang diperoleh dari proses pelatihan BPN-1E memakai atribut UHH
dijabarkan dalam pada Tabel 4.6.

Tabel 4. 6 Proses Pelatihan BPN-1E

Epoch Time Training Loss Validation Loss
1 2s 204ms 2.420.913 8.506.942
2 0Os 12ms 5.342.900 2.650.615
3 0Os 12ms 1.229.381 1.203.678
4 Os 12ms 5.841.912 7.991.656
5 0Os 12ms 2.399.945 2.745.620
46 0Os 12ms 3.993.222 6.350.063
47 0Os 12ms 4.190.309 9.899.504
48 0Os 12ms 5.362.925 1.261.981
49 0Os 12ms 6.379.387 1.111.968
50 0Os 12ms 7.648.265 1.382.509

Berdasarkan Tabel 4.6, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai 10,79 dan
MAPE senilai 5,41%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar  7.648.265 dan nilai Validation Loss sebesar 1.382.509. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 4.9.
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Gambar 4. 10 Nilai Loss Pelatihan BPN-1E

Pada Gambar 4.9 diperlihatkan grafik Training Loss terhadap jumlah epoch.
Pada awal pelatihan, nilai loss berada pada tingkat yang sangat tinggi, kemudian
mengalami penurunan tajam pada epoch-epoch awal. Selanjutnya, nilai loss
menurun secara bertahap hingga mencapai kondisi stabil pada nilai yang rendah,
yang menunjukkan bahwa proses pelatihan berjalan dengan baik dan model mampu

meminimalkan kesalahan prediksi secara konsisten.
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Gambar 4. 11 Perbandingan Data Aktual dan Prediksi BPN-1E
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Pada Gambar 4.10 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Secara umum, pola prediksi mengikuti tren data aktual meskipun terdapat
selisih pada beberapa titik pengamatan. Hal ini menunjukkan bahwa model telah
mampu menangkap pola utama data, namun masih terdapat sedikit penyimpangan

pada hasil prediksi.

4.3.6 Pelatihan BPN-1F
Hasil yang diperoleh dari proses pelatihan BPN-1F memakai atribut PRTSL
dijabarkan dalam pada Tabel 4.7.

Tabel 4. 7 Proses Pelatihan BPN-1F

Epoch Time Training Loss Validation Loss
1 2s 238ms 3.184.806 8.549.263
2 Os 12ms 6.083.233 4.664.186
3 Os 12ms 2.627.611 2.121.618
4 0s 13ms 2.132.459 2.776.656
5 0Os 13ms 1.833.854 2.267.288
46 0s 12ms 1.262.052 3.297.103
47 0Os 13ms 1.280.651 3.337.054
48 Os 13ms 1.292.961 3.409.234
49 0Os 13ms 1.333.945 3.552.430
50 Os 14ms 1.353.116 3.426.347

Berdasarkan Tabel 4.7, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 14 ms dengan MSE senilai 195,18 dan
MAPE senilai 22,65%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 1.353.116 dan nilai Validation Loss sebesar 3.426.347. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 4.11.
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Gambar 4. 12 Nilai Loss Pelatihan BPN-1F

Dalam Gambar 4.11 diperlihatkan grafik yaitu 7raining Loss pada total
epoch. Di pelatihan pertama, jumlah loss berada pada tingkat yang sangat tinggi,
kemudian mengalami penurunan tajam pada epoch-epoch awal. Selanjutnya, nilai
loss menurun secara bertahap dan mencapai kondisi stabil pada nilai yang rendah,
yang menunjukkan bahwa proses pelatihan berjalan dengan baik dan model mampu

meminimalkan kesalahan prediksi secara konsisten.
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Gambar 4. 13 Perbandingan Data Aktual dan Prediksi BPN-1F
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Pada Gambar 4.12 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Secara keseluruhan, pola prediksi mengikuti tren data aktual, meskipun
pada beberapa titik terdapat perbedaan nilai yang cukup terlihat. Hal ini
menunjukkan bahwa model mampu merepresentasikan pola utama data, meski

masih terdapat sedikit penyimpangan pada hasil prediksi.

4.3.7 Pelatihan BPN-1G
Hasil yang diperoleh dari proses pelatihan BPN-1G memakai atribut PRTAM
dijabarkan dalam pada Tabel 4.8.

Tabel 4. 8 Proses Pelatihan BPN-1G

Epoch Time Training Loss Validation Loss
1 25 197ms 3.873.781 1.078.547
2 Os 12ms 8.181.962 6.279.843
3 0Os 13ms 3.418.394 3.065.466
4 Os 12ms 2.155.616 4.326.460
5 0Os 12ms 1.987.065 3.210.522
46 0Os 13ms 1.292.039 3.598.759
47 0Os 12ms 1.306.114 3.526.720
48 0Os 12ms 1.314.916 3.601.425
49 0Os 12ms 1.348.820 3.660.886
50 0Os 12ms 1.376.049 3.446.727

Berdasarkan Tabel 4.8, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai 279,65 dan
MAPE senilai 25,37%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 1.376.049 dan nilai Validation Loss sebesar 3.446.727. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 4.13.



59

Model Loss (PRTAM)

4000

—— Training Loss
3000
£ 20001
1000 -

0- ;
0 10 20 30 40 50
Epoch

Gambar 4. 14 Nilai Loss Pelatihan BPN-1G

Pada Gambar 4.13 diperlihatkan grafik Training Loss terhadap jumlah epoch.

Pada awal pelatihan, nilai loss berada pada tingkat yang sangat tinggi, kemudian

mengalami penurunan tajam pada epoch-epoch awal. Selanjutnya, nilai loss

menurun secara bertahap hingga mencapai kondisi stabil pada nilai yang rendah,

menunjukkan bahwa proses pelatihan berjalan dengan baik dan model mampu

meminimalkan kesalahan prediksi secara konsisten.
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Gambar 4. 15 Perbandingan Data Aktual dan Prediksi BPN-1G
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Dalam Gambar 4.14 diperlihatkan komparasi dari data faktual dengan hasil
perkiraan. Secara umum, pola prediksi mengikuti tren data aktual dengan cukup
baik, meskipun terdapat beberapa perbedaan nilai pada titik tertentu. Hal ini
menunjukkan bahwa model mampu menangkap pola utama data, meski masih

terdapat sedikit penyimpangan pada hasil prediksi.

4.3.8 Pelatihan BPN-1H
Hasil yang diperoleh dari proses pelatihan BPN-1H memakai atribut TPT
dijabarkan dalam pada Tabel 4.9.

Tabel 4. 9 Proses Pelatihan BPN-1H

Epoch Time Training Loss Validation Loss
1 25 198ms 9.340.634 9.926.241
2 0Os 13ms 4.262.479 3.964.404
3 0Os 12ms 3.485.963 6.657.369
4 0Os 13ms 3.034.373 4.307.104
5 0Os 12ms 2.762.319 4.315.029
46 0Os 14ms 2.231.799 1.005.121
47 0Os 13ms 2.503.397 5.193.683
48 Os 15ms 2.706.036 1.054.214
49 0Os 13ms 3.259.799 4.772.987
50 0Os 14ms 2.914.044 9.114.474

Berdasarkan Tabel 4.9, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 14 ms dengan MSE senilai 4,57 dan
MAPE senilai 2,73%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 2.914.044 dan nilai Validation Loss sebesar 9.114.474. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa dilihat pada Gambar 4.15.
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Pada Gambar 4.15 diperlihatkan grafik Training Loss terhadap jumlah epoch
untuk variabel TPT. Pada awal pelatihan, nilai loss berada pada tingkat yang sangat
tinggi, kemudian mengalami penurunan tajam pada epoch-epoch awal. Setelah itu,
nilai loss terus menurun secara bertahap hingga mencapai kondisi relatif stabil pada
kisaran nilai rendah, meskipun masih terdapat sedikit fluktuasi di beberapa titik
epoch. Pola ini menunjukkan bahwa proses pelatihan berjalan dengan baik dan
model mampu menurunkan kesalahan prediksi secara konsisten, meskipun terdapat

sedikit variasi pada tahap akhir pelatihan.
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Gambar 4. 17 Perbandingan Data Aktual dan Prediksi BPN-1H
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Pada Gambar 4.16 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Hasil prediksi terlihat lebih halus dan mampu meredam fluktuasi tajam
pada data aktual, terutama pada nilai puncak yang tinggi. Hal ini menunjukkan
bahwa model dapat menangkap pola utama data dengan cukup baik meskipun

masih terdapat deviasi pada beberapa titik tertentu.

4.3.9 Pelatihan BPN-11
Hasil yang diperoleh dari proses pelatihan BPN-11 memakai atribut TPAK
dijabarkan dalam pada Tabel 4.10.

Tabel 4. 10 Proses Pelatihan BPN-11

Epoch Time Training Loss Validation Loss
1 35 279ms 2.141.577 5.142.533
2 0Os 13ms 3.617.323 1.772.052
3 0Os 13ms 1.180.924 6.877.121
4 0Os 14ms 5.515.708 4.496.387
5 0Os 14ms 3.627.336 2.801.403
46 0Os 13ms 2.836.284 3.357.354
47 0Os 14ms 2.899.827 3.298.966
48 0Os 14ms 3.089.568 3.002.415
49 0Os 13ms 3.103.721 2.744.328
50 0Os 13ms 3.103.498 2.400.037

Berdasarkan Tabel 4.10, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 33,61 dan
MAPE senilai 14,12%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 3.103.498 dan nilai Validation Loss sebesar 2.400.037. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa dilihat pada Gambar 4.17.
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Gambar 4. 18 Nilai Loss Pelatihan BPN-11

Pada Gambar 4.17 diperlihatkan grafik 7Training Loss terhadap jumlah epoch.
Pada awal pelatihan, nilai loss berada pada tingkat yang sangat tinggi, kemudian
mengalami penurunan tajam pada epoch-epoch awal. Selanjutnya, nilai loss
mencapai kondisi stabil pada nilai yang sangat rendah dan relatif konstan hingga
akhir pelatihan, yang menunjukkan bahwa model mampu meminimalkan kesalahan

prediksi secara konsisten.
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Gambar 4. 19 Perbandingan Data Aktual dan Prediksi BPN-11
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Pada Gambar 4.18 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Secara umum, pola prediksi mampu mengikuti tren data aktual dengan
cukup baik, meskipun terdapat beberapa perbedaan pada titik tertentu. Hasil
prediksi terlihat cenderung lebih halus, namun tetap menunjukkan kemampuan
model dalam menangkap pola utama data meskipun masih terdapat deviasi pada

beberapa kasus.

4.3.10 Pelatihan BPN-1J
Hasil yang diperoleh dari proses pelatihan BPN-1J memakai atribut PDRB
dijabarkan dalam pada Tabel 4.11.

Tabel 4. 11 Proses Pelatihan BPN-1J

Epoch Time Training Loss Validation Loss
1 2s 204ms 2.586.144 6.496.978
2 0Os 12ms 2.586.037 6.496.468
3 0Os 12ms 2.585.519 6.494.635
4 0Os 12ms 2.583.961 6.489.849
5 0Os 12ms 2.580.214 6.479.657
46 0Os 12ms 1.558.330 3.929.749
47 0Os 13ms 1.556.664 3.921.692
48 0Os 12ms 1.555.022 3.913.717
49 0Os 12ms 1.553.395 3.905.741
50 0Os 12ms 1.551.788 3.897.808

Berdasarkan Tabel 4.11, diketahui bahwa pelatthan model BPN-1D
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai
1535238744309760,00 dan MAPE senilai 999999999.00%. Proses pelatihan
tersebut menghasilkan nilai Training Loss sebesar 1.551.788 dan nilai Validation
Loss sebesar 3.897.808. Hasil pelatihan divisualisasikan dalam bentuk grafik, bisa
dilihat pada Gambar 4.19.
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Gambar 4. 20 Nilai Loss Pelatihan BPN-1J

Pada Gambar 4.19 diperlihatkan grafik Training Loss terhadap jumlah epoch.
Pada awal pelatihan, nilai loss berada pada tingkat yang sangat tinggi dan
cenderung konstan hingga beberapa epoch pertama. Setelah itu, nilai loss mulai
mengalami penurunan yang cukup signifikan hingga sekitar pertengahan epoch,
kemudian terus menurun secara bertahap hingga mencapai kondisi stabil pada nilai
yang lebih rendah. Pola ini menunjukkan bahwa proses pelatihan berlangsung baik,

dan model mampu mengurangi kesalahan prediksi secara konsisten seiring

bertambahnya jumlah epoch.
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Pada Gambar 4.20 diperlihatkan perbandingan antara data aktual dengan hasil
prediksi. Secara umum, pola prediksi mengikuti tren data aktual dengan cukup baik,
meskipun terdapat perbedaan pada beberapa titik tertentu. Terlihat bahwa hasil
prediksi cenderung lebih stabil dan meredam fluktuasi tajam pada data aktual,
khususnya pada nilai ekstrem, sehingga menunjukkan bahwa model mampu
menangkap pola utama data meskipun masih terdapat perbedaan pada kasus

tertentu.

4.4 Hasil Prediksi

Sesudah tahapan pelatihan dilaksanakan di setiap model. Kemudian
melakukan proses uji. Tahapan ini dilakukan dengan meksud ingin tau performa
paling optimal berdasarkan arsitektur model yang sudah diranvang dan mengetahui
variable mana yang paling berpengaruh pada angka kemiskinan menggunakan

metode ANN. Adapun hasil dari tahap pengujian bisa dilihat di Tabel 4.13

Tabel 4. 12 Hasil Prediksi Model BPN 1 Hidden Layer

Pelatihan | Arsitektur | Time (ms) MSE MAPE (%)
BPN-1A 13 29,19 12,87
BPN-1B 12 4,94 3,22
BPN-1C 13 1085070.25 999,98
BPN-1D 16 4.4 2,95
BPN-1E 12 10,79 5,41
BPN-1F 13-6-1 14 195,18 22,65
BPN-1G 12 279,65 25,37
BPN-1H 14 4,57 2,73
BPN-11 13 33,61 14,12
BPN-1J 12 1535238744309760.00 | 999999999.00

Berdasarkan hasil pelatihan yang ditampilkan pada Tabel 4.12, semua
arsitektur yang digunakan memiliki struktur yang sama yaitu 13-6-1, namun
menghasilkan nilai MSE dan MAPE yang berbeda. Menurut (Wijaya Rauf, 2023)
mengatakan bahwa semakin kecil nilai MSE yang dihasilkan, maka semakin baik
pula kemampuan model dalam melakukan prediksi. Hal serupa juga berlaku pada
nilai MAPE, di mana semakin kecil nilainya menunjukkan tingkat kesalahan

prediksi yang semakin rendah dalam bentuk persentase.
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Dengan mengacu pada kedua indikator tersebut, pelatihan BPN-1D yang
memiliki nilai MSE yaitu 4,4 dan MAPE sebesar 2,95% dapat dinyatakan sebagai
model terbaik dalam memprediksi angka kemiskinan. Hal inimemperlihatkan
penggunaan 1 hidden layer pada metode ANN sudah cukup untuk memenubhi target
output. Temuan ini sejalan dengan (Cybenkot, 1989) mengatakan bahwa 1 hidden

layer itu cukup dalam mendekati fungsi non-linier secara kontinu.

4.5 Kesimpulan

Hasil pelatihan di arsitektur pertama menunjukkan bahwa penggunaan 1
lapisan tersembunyi sudah mampu menghasilkan prediksi angka kemiskinan
dengan cukup baik. Model ANN menggunakan algoritme arus balik diketahui
efektif untuk melakukan prediksi angka kemiskinan, seperti yang ditunjukkan oleh
variasi nilai Mean Squared Error (MSE) dan Mean Absolute Percentage Error
(MAPE) yang berbeda pada tiap model, di mana perbandingan nilai tersebut
menjadi dasar dalam menentukan performa terbaik khususnya pada pelatihan BPN-
ID. Adapun grafik hasil pelatihan dari strategi pertama yaitu 1 hidden layer bisa
dilihat pada Gambar 4.21.
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Gambar 4. 22 Perbandingan performa model arsitektur
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Gambar 4.21 di atas memperlihatkan perbandingan nilai MSE dari semua
arsitektur pelatihan dengan konfigurasi 13-6-1. Dari hasil tersebut, dapat dilihat
bahwa sebagian besar model menghasilkan MSE dan MAPE yang relatif tinggi,
namun terdapat satu model yang menonjol, yaitu BPN-1D dengan MSE sebesar 4,4,
dan MAPE sebesar 2,95% yang merupakan nilai terkecil dibandingkan model
lainnya. Sesuai dengan yang dikatakan oleh (Wijaya Rauf, 2023) bahwa semakin
kecil nilai MSE yang dihasilkan, maka semakin baik pula kemampuan model dalam
melakukan prediksi, Hal serupa juga berlaku pada nilai MAPE, di mana semakin
kecil nilainya menunjukkan tingkat kesalahan prediksi yang semakin rendah dalam
bentuk persentase, sehingga BPN-1D dapat dinyatakan sebagai model terbaik pada

strategi pertama ini.



BAB YV
MODEL ANN DUA HIDDEN LAYER

5.1 Design

Design penelitian merupakan rangkaian tahapan yang dirancang untuk
menjawab permasalahan yang diteliti. Melalui tahapan ini, objek penelitian dapat
dipahami dengan lebih jelas dan menjadi dasar untuk menarik kesimpulan. Dalam
riset ini, peneliti menggunakan Artificial Neural Network (ANN) dengan algoritma
Backpropagation untuk memprediksi angka kemiskinan di Indonesia. Strategi
kedua dilakukan dengan membangun jaringan ANN yang memiliki dua hidden
layer. Jaringan tersebut terdiri atas input berupa data kemiskinan (Ii), bobot
penghubung antara lapisan input dan lapisan tersembunyi pertama (Wij), keluaran
di lapisan tersembunyi dengan jumlah node yang sudah ditetapkan (Hj), bobot
penghubung dari lapisan tersembunyi pertama dan lapisan tersembunyi kedua bobot
penghubung menuju output (Ujt), serta output berupa prediksi angka kemiskinan

(Ot). Lebih jelasnya dapat dilihat pada Gambar 4.1.
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Gambar 5. 2 Rancangan Arsitektur Model ANN Dengan Lapisan

Tersembunyi Kedua
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Strategi pertama dalam memprediksi tingkat kemiskinan memakai model

ANN dengan algoritma arus balik dirancang dengan satu hidden layer

berkonfigurasi 13—6—1. Adapun tahapan perhitungannya di arsitektur kedua yaitu:

1.
2.
3.

Penetapan data masukan

Penentuan parameter awal model

Proses Forward-Propagation

a. Menghitung Menghitung sinyal pada setiap neuron di lapisan
tersembunyi (Hj). Pada tahap ini, informasi disalurkan ke variabel input
(Ii) yang kemudian meneruskan sinyal tersebut ke seluruh neuron pada

lapisan tersembunyi pertama.
Hper j = Toj + Xizq1 IiTi; (D

Dimana i menunjukkan node ke-i (i = 1, 2, 3..., n) pada lapisan input,
dan j menunjukkan node ke-j (j =1, 2, 3..., p) pada lapisan tersembunyi
pertama. Ii merepresentasikan nilai input yang mengalir dari node input
i menuju node tersembunyi j. TOj berfungsi sebagai bias pada lapisan
input, sedangkan T'ij adalah bobot yang menghubungkan node input i
dengan node j. Semua output pada hidden layer pertama diproses
menggunakan fungsi aktivasi ReLU, dan hasilnya kemudian diterapkan
pada setiap node di lapisan tersembunyi pertama untuk tahap pemrosesan

berikutnya.

Hlj = f(Hlnetj) = max(O, Hlnetj)
()

Dengan fungsi max, nilai yang diambil adalah maksimum antara 0 dan
Hinetj. Nilai f(Hnetj) ini berperan sebagai aktivasi pada node
tersembunyi j, yang kemudian diteruskan ke semua node di hidden layer
kedua. Dengan demikian, output dari hidden layer pertama menjadi input
bagi hidden layer kedua. Selanjutnya, sinyal dihitung untuk masing-

masing node pada lapisan tersembunyi kedua (H-q).
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HZnetq = WOq + Z?=1Hljvvjq (3)

. Dimana j node ke-j (j=1, 2, 3..., p) pada hidden layer pertama serta q
neuron ke-q (q=1, 2, 3..., 1) pada lapisan tersembunyi kedua. H.j adalah
hasil keluaran dari node tersembunyi ke-j pada hidden layer pertama
yang diteruskan ke node q pada hidden layer kedua. Woq adalah bias pada
lapisan tersembunyi kedua serta Wjq adalah bobot pada node
tersembunyi pertama j tertuju pada node tersembunyi kedua q. Setiap
output dari lapisan tersembunyi kedua diproses melalui fungsi aktivasi
ReLU. Nilai yang dihasilkan kemudian diteruskan ke seluruh neuron di
lapisan tersembunyi kedua sebagai masukan untuk tahap pemrosesan

selanjutnya.
H2q = f(HZnetq) = max(o' HZnet q) (4)

. Dengan menggunakan fungsi max, nilai yang dipilih adalah yang lebih
besar antara 0 dan H.netq. Hasil perhitungan f(H:netq)
merepresentasikan tingkat aktivasi pada node tersembunyi ke-q, yang
kemudian disebarkan ke seluruh node pada lapisan keluaran. Setelah
semua nilai dari hidden layer diperoleh, selanjutnya dilakukan
penjumlahan seluruh sinyal yang masuk ke masing-masing node
keluaran (Hzq ... H2r) dengan memperhitungkan bobot masing-masing.
Di sini, Uok berperan sebagai bias pada hidden layer kedua, H.q
merupakan output dari lapisan tersembunyi kedua, dan Uqk adalah bobot
yang menghubungkan node tersembunyi ke-g dengan node keluaran k (k

=1,2,3,...,m).
Onetk = UOk + ZZ:lHZquk (5)

Memakai fungsi aktivasi yaitu ReLU dalam melakukan perhitungan

sinyal keluaran, nilai yang didapatkan adalah:

Ok = f(Onet k) = max(O, Onet k) (6)



72

d. 0, O,e¢ . adalah output yang diperoleh dari penerapan fungsi aktivasi,
yaitu hasil penjumlahan bobot yang menghubungkan node tersembunyi
dengan node keluaran. Setelah nilai keluaran dihasilkan, perbedaan

antara output tersebut dengan nilai target dihitung menggunakan rumus

MSE dan MAPE.

_1¢n 5 \2
MSE = -3, (Y - Y)) (7)
MAPE = 33, [*=%| x 100% @)

Yi
Apabila kondisi konvergensi sudah terpenuhi, maka algoritme akan
berhenti secara otomatis. Namun, jika konvergensi belum tercapai,
sistem akan melanjutkan ke tahap backpropagation, di mana bobot-bobot
jaringan diperbarui untuk mengurangi kesalahan dan meningkatkan
akurasi hasil.
4. Fase Propagasi Balik

a. Tentukan besarnya error (§k) pada lapisan keluaran (Ok), yang menerima
nilai target (tk). Nilai error ini kemudian diteruskan ke tahap berikutnya
untuk digunakan dalam perhitungan penyesuaian bobot dan koreksi bias

antara hidden layer kedua dan lapisan keluaran.
8k = (Ti — 0, )f Oner i )
dimana:

f,(Onet k) = (1 - f(Onet k))f(Onet k)
(10)

Sesudah diperoleh besaran kesalahan pada lapisan tersembunyi kedua,
langkah berikutnya adalah menentukan nilai error pada lapisan
tersembunyi pertama.

82q = f,(HZnetq) ZIT=1 8kqu (1)
8ij = f'(Hinet j) 2g=182qWjq (12)
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Dimana:
f,(HZnet q) = (1 - f(HZnet q))f(HZnet q) (13)
f’(Hlnetj) = (1 - f(Hlnetj))f(Hlnetj) (14)

5. Fase Perubahan Bobot
Begitu besaran kesalahan pada masing-masing lapisan teridentifikasi,
selanjutnya dapat ditentukan total penyesuaian yang akan diaplikasikan

pada bobot sebelumnya.

AW,y = asy,H, (16)
AUgy = as,H,, (17)

ATij, AWjq, dan AUqk adalah Penyesuaian yang akan diterapkan pada
bobot sebelumnya dilakukan dengan mempertimbangkan a sebagai tingkat
pembelajaran (learning rate). Di sini, 6i;j menunjukkan kesalahan antara
lapisan input dan hidden layer pertama, §.q merepresentasikan deviasi
antara hidden layer pertama dan kedua, sedangkan dk menggambarkan
selisih antara hidden layer kedua dengan lapisan keluaran. /i merupakan
masukan yang mengalir dari node i menuju node j, Hij adalah hasil aktivasi
pada hidden layer pertama, dan H.g merupakan output aktivasi dari hidden
layer kedua.

Setelah nilai ATij, AWjq, dan AUqgk dihitung, tahap berikutnya adalah
memperbarui bobot lama sehingga menjadi bobot yang baru dan siap

digunakan pada iterasi selanjutnya.
Tij (HEW) = Tl] (Old) + ATU (18)

Wiq,(new) = Wj,(old) + AW, (19)
Ugk(mew) = Ugi(old) + AUgi (20)
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Tij(new) adalah bobot baru antara input layer dan hidden layer pertama
yang akan dicari, sedangkan Tij(old) adalah bobot lama yang akan
diperbarui. Wjq(new) adalah bobot baru antara hidden layer pertama dan
hidden layer kedua yang akan dicari, sedangkan Wjq(old) adalah bobot
lama yang akan diperbarui. Uqk(new) adalah bobot baru antara hidden
layer kedua dan lapisan keluaran yang akan dicari, sedangkan Ugk(old)

adalah bobot lama yang akan diperbarui.

5.2 Implementasi

Jaringan dibangun menggunakan platform Kaggle dengan dua hidden layer.
Adapun lapisan tersembunyi pertama berisi 13 node, dan lapisan tersembunyi kedua
berisi 9 node. Pada tahap evaluasi, proses optimasi dilakukan dengan mengacu pada
nilai MSE terkecil selama pengujian. Setiap atribut digunakan secara bergantian
sebagai atribut target, sekaligus ditentukan jumlah node pada hidden layer yang
merujuk pada pendekatan (Sahi & Galib, 2025) dengan menggunakan jumlah digit
terbanyak dalam dataset sebagai acuan. Rincian parameter uji bisa diketahui dalam
Tabel 4.1.

Tabel 5. 1 Parameter Model

Tipe Jaringan BPN-ANN
Fungsi Aktivasi ReLU
Optimizer Adam
Persamaan MSE
Input Laver 13
Hidden Layer 2 Hidden Layer
Node Hidden Layer (6,9)
Output Layer 1
Learning Rate 0,2

5.3 Uji Coba
5.3.1 Pelatihan BPN-2A
Hasil percobaan BPN-2A menggunakan variable PPM yang menjadi target
disajikan dalam Tabel 5.2.
Tabel 5. 2 Proses Uji BPN-2A



Epoch Time Training Loss Validation Loss
1 3s337ms 2.414.477 1.923.037
2 0s 13ms 1.487.115 1.459.135
3 0s 12ms 9.319.689 7.617.441
4 0s 13ms 4.409.810 5.539.956
5 0s 12ms 3.534.023 4.673.075
46 0s 12ms 2.402.065 3.775.126
47 0s 12ms 2.022.783 3.795.759
48 0s 14ms 1.825.185 4.087.496
49 0s 13ms 1.777.405 4.191.708
50 0s 13ms 1.696.456 4.408.681
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Berdasarkan Tabel 5.2, diketahui bahwa pelatihan model BPN-2A

berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 32,12 dan

MAPE senilai 13,51%. Proses pelatihan tersebut menghasilkan nilai Training

Loss sebesar 1.696.456 dan nilai Validation Loss sebesar 4.408.681.

Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.1.

Model Loss (PPM)
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Gambar 5. 3 Nilai Loss Pelatihan BPN-2A

Pada Gambar 5.1 ditampilkan grafik training loss pada model prediksi angka

kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun mengalami

penurunan tajam pada beberapa epoch pertama. Setelah melewati sekitar epoch ke-

10, pola loss menunjukkan kecenderungan stabil dengan nilai yang relatif rendah,

meskipun masih terdapat sedikit fluktuasi pada beberapa titik. Hal ini
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mengindikasikan bahwa model mampu belajar dengan cepat di tahap awal dan

kemudian beradaptasi secara bertahap untuk mencapai kondisi yang lebih optimal,

dengan tingkat kesalahan yang semakin kecil seiring bertambahnya epoch.

Perbandingan Aktual vs Prediksi (Diurutkan)
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Gambar 5. 4 Perbandingan Data Aktual dan Prediksi BPN-2A

Pada Gambar 5.6 ditampilkan perbandingan antara nilai aktual BPN-2A.

Terlihat bahwa pola prediksi model (garis oranye) mengikuti tren nilai aktual (garis

biru) dengan cukup baik, meskipun terdapat beberapa titik di mana perbedaan nilai

masih terlihat cukup besar. Secara umum, model mampu menangkap pola fluktuasi

data dengan arah perubahan yang serupa, menunjukkan bahwa model memiliki

kemampuan prediktif yang baik dalam merepresentasikan variasi data aktual,

meskipun masih terdapat sedikit deviasi pada beberapa observasi tertentu.

5.3.2 Pelatihan BPN-2B

Hasil percobaan BPN-2B menggunakan variable RLSP yang menjadi target

disajikan dalam Tabel 5.3.

Tabel 5. 3 Proses Uji BPN-2B

Epoch Time Training Loss Validation Loss
1 3s312ms 2.886.642 1.326.619
2 0s 12ms 7.145.667 3.532.985
3 0s 12ms 4.728.229 3.572.728
4 0s 13ms 4.877.651 3.182.301
5 0s 12ms 4.407.230 2.711.187
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46 0Os 12ms 3.083.466 3.259.235
47 0Os 12ms 3.351.166 2.902.959
48 0Os 12ms 3.177.677 4.463.291
49 0Os 12ms 3.165.982 4.192.760
50 0Os 12ms 2.950.175 3.129.801

Berdasarkan Tabel 5.3, diketahui bahwa pelatihan model BPN-2B
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai 4,71 dan
MAPE senilai 3,09%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar  2.950.175 dan nilai Validation Loss sebesar 3.129.801. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa dilihat pada Gambar 5.3.

Model Loss
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Gambar 5. 5 Nilai Loss Pelatihan BPN-2B

Pada Gambar 5.3 ditampilkan grafik training loss pada model prediksi angka
kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun mengalami
penurunan tajam pada epoch awal. Terlihat bahwa mulai dari epoch-1 dan
seterusnya mengalami penyesuaian bobot ditandai dengan grafik yang belum
sepenuhnya stabil. Hal ini mengindikasikan bahwa model masih menyesuaikan
bobot secara bertahap untuk mencapai kondisi yang lebih optimal, dengan tingkat

kesalahan yang semakin kecil seiring bertambahnya epoch.
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Perbandingan Aktual vs Prediksi (Diurutkan)
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Gambar 5. 6 Perbandingan Data Aktual dan Prediksi BPN-2B

ada Gambar 5.6 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk variabel BPN-2B. Terlihat bahwa garis prediksi mengikuti pola nilai
aktual dengan cukup baik, meskipun terdapat beberapa titik di mana perbedaan nilai
masih tampak. Secara umum, model mampu merepresentasikan arah dan fluktuasi
data aktual dengan pola yang serupa, menunjukkan bahwa model memiliki
kemampuan prediksi yang cukup baik, meskipun masih terdapat sedikit selisih pada

beberapa observasi.

5.3.3 Pelatihan BPN-2C
Hasil percobaan BPN-2C menggunakan variable PPKD yang menjadi target
disajikan dalam Tabel 5.4.
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Tabel 5. 4 Proses Uji BPN-2C

Epoch Time Training Loss Validation Loss
1 2s 216ms 9.483.124 2.160.814
2 Os 11ms 1.592.406 1.123.274
3 Os 11ms 7.019.338 6.652.294
4 Os 11ms 3.182.885 3.876.057
5 0Os 10ms 2.269.817 2.202.492
46 Os 11ms 9.793.575 1.102.256
47 0Os 10ms 9.669.066 1.085.160
48 0Os 10ms 9.460.427 1.028.064
49 0Os 10ms 8.982.458 1.036.644
50 0Os 10ms 8.378.876 9.918.116

Berdasarkan Tabel 5.4, diketahui bahwa pelatthan model BPN-2C
berlangsung dengan waktu eksekusi sekitar 10 ms dengan MSE senilai 1327162.12
dan MAPE senilai 999,99%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 8.378.876 dan nilai Validation Loss sebesar 9.918.116. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.5.
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Gambar 5. 7 Nilai Loss Pelatihan BPN-2C

Pada Gambar 5.5 ditampilkan grafik training loss pada model prediksi
angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan signifikan di epoch pertama. Setelah melewati sekitar epoch
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ke-2 atau ke-3, pola loss menunjukkan kecenderungan stabil. Hal ini
mengindikasikan bahwa model sudah cukup baik dan mampu belajar dengan cepat
di tahap awal, kemudian beradaptasi secara bertahap untuk mencapai kondisi yang

lebih optimal, dengan tingkat kesalahan yang semakin kecil seiring bertambahnya

epoch.
Perbandingan Aktual vs Prediksi (Diurutkan)
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Gambar 5. 8 Perbandingan Data Aktual dan Prediksi BPN-2C

Pada Gambar 5.6 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk variabel BPN-2C. Terlihat bahwa garis prediksi mengikuti pola nilai
aktual dengan cukup baik, meskipun terdapat beberapa titik di mana perbedaan nilai
masih tampak. Secara umum, model mampu merepresentasikan arah dan fluktuasi
data aktual dengan pola yang serupa, menunjukkan bahwa model memiliki

kemampuan prediksi yang cukup baik, meskipun masih terdapat sedikit selisih pada

beberapa observasi.

5.3.4 Pelatihan BPN-2D

Hasil percobaan BPN-2D menggunakan variable IPM yang menjadi target
disajikan dalam Tabel 5.5.
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Tabel S. 5 Proses Uji BPN-2D

Epoch Time Training Loss Validation Loss
1 2s 244ms 2.859.909 1.649.017
2 0Os 12ms 9.333.262 5.502.628
3 0Os 12ms 3.799.130 2.101.733
4 Os 12ms 1.523.039 9.810.342
5 0Os 12ms 6.806.007 4.391.829
46 0Os 13ms 1.652.928 4.887.349
47 Os 13ms 1.598.930 4.621.906
48 Os 12ms 1.536.581 4.539.695
49 Os 12ms 1.473.426 4.283.538
50 0Os 13ms 1.386.608 4.038.388

Berdasarkan Tabel 5.5, diketahui bahwa pelatihan model BPN-2D
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 2,74 dan
MAPE senilai 2,18%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 1.386.608 dan nilai Validation Loss sebesar 4.038.388. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa dilihat pada Gambar 5.7.
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Gambar 5. 9 Nilai Loss Pelatihan BPN-2D
Pada Gambar 5.7 ditampilkan grafik training loss pada model prediksi

angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan signifikan di epoch pertama. Setelah melewati sekitar epoch
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ke-5, pola loss menunjukkan kecenderungan stabil. Hal ini mengindikasikan bahwa
model sudah cukup baik dan mampu belajar dengan cepat di tahap awal, kemudian
beradaptasi secara bertahap untuk mencapai kondisi yang lebih optimal, dengan

tingkat kesalahan yang semakin kecil seiring bertambahnya epoch.

Perbandingan Aktual vs Prediksi (Diurutkan)

—— Aktual
80 1 Prediksi

75 1

Nilai IPM
~
S

(=)
wn
f

60

55

0 10 20 30 40 50 60 70
Observasi (diurutkan)

Gambar 5. 10 Perbandingan Data Aktual dan Prediksi BPN-2D

Pada Gambar 5.8 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk variabel BPN-2C. Terlihat bahwa garis prediksi mengikuti tren nilai
aktual dengan cukup baik, di mana keduanya menunjukkan pola kenaikan dan
penurunan yang searah pada sebagian besar titik data. Meskipun terdapat beberapa
perbedaan nilai pada beberapa observasi, secara umum model mampu menangkap
variasi dan fluktuasi data aktual dengan cukup akurat, sehingga dapat dikatakan

memiliki kemampuan prediksi yang baik terhadap pola data IPM.

5.3.5 Pelatihan BPN-2E
Hasil percobaan BPN-2E menggunakan variable UHH yang menjadi target
disajikan dalam Tabel 5.6.
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Tabel 5. 6 Proses Uji BPN-2E

Epoch Time Training Loss Validation Loss
1 35 310ms 3.394.626 2.415.813
2 0s 12ms 1.432.416 7.403.925
3 0Os 12ms 5.701.343 2.637.668
4 Os 12ms 2.269.825 1.164.786
5 0Os 12ms 9.273.307 9.335.894
46 0Os 13ms 5.293.089 8.994.229
47 0Os 12ms 5.168.646 8.424.203
48 0Os 13ms 5.048.906 7.841.152
49 0Os 13ms 4.910.801 7.471.987
50 0Os 14ms 4.784.503 7.190.042

Berdasarkan Tabel 5.6, diketahui bahwa pelatihan model BPN-2E
berlangsung dengan waktu eksekusi sekitar 14 ms dengan MSE senilai 5,03 dan
MAPE senilai 4,82%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 4.784.503 dan nilai Validation Loss sebesar 7.190.042. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.9.
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Gambar 5. 11 Nilai Loss Pelatihan BPN-2E
Pada Gambar 5.9 ditampilkan grafik training loss pada model prediksi

angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan signifikan di epoch pertama. Setelah melewati sekitar epoch
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ke-4, pola loss menunjukkan kecenderungan stabil. Hal ini mengindikasikan bahwa
model sudah cukup baik dan mampu belajar dengan cepat di tahap awal, kemudian
beradaptasi secara bertahap untuk mencapai kondisi yang lebih optimal, dengan

tingkat kesalahan yang semakin kecil seiring bertambahnya epoch.
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Gambar 5. 12 Perbandingan Data Aktual dan Prediksi BPN-2E

Pada Gambar 5.6 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk variabel BPN-2C. Terlihat bahwa garis prediksi (oranye) mengikuti
tren nilai aktual (biru) dengan cukup baik, di mana keduanya menunjukkan pola
kenaikan dan penurunan yang searah pada sebagian besar titik data. Meskipun
terdapat beberapa perbedaan nilai pada beberapa observasi, secara umum model
mampu menangkap variasi dan fluktuasi data aktual dengan cukup akurat, sehingga

dapat dikatakan memiliki kemampuan prediksi yang baik terhadap pola data PDRB.

5.3.6 Pelatihan BPN-2F

Hasil percobaan BPN-2F menggunakan variable PRTSL yang menjadi target
disajikan dalam Tabel 5.7.
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Tabel S. 7 Proses Uji BPN-2F

Epoch Time Training Loss Validation Loss
1 3s 255ms 2.097.037 4.538.287
2 0Os 12ms 4.697.707 4.343.690
3 0Os 12ms 4.271.173 2.758.001
4 Os 12ms 2.284.097 2.346.942
5 0Os 13ms 1.778.098 2.345.423
46 0Os 12ms 1.105.631 2.511.761
47 0Os 12ms 1.257.606 2.410.489
48 Os 12ms 1.164.870 2.792.164
49 0Os 14ms 1.321.365 2.799.578
50 0Os 13ms 1.824.193 3.141.447

Berdasarkan Tabel 5.7, diketahui bahwa pelatihan model BPN-2F
berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 158,58 dan
MAPE senilai 18,44%. Proses pelatihan tersebut menghasilkan nilai Training
Loss sebesar 1.824.193 dan nilai Validation Loss sebesar 3.141.447. Hasil
pelatihan divisualisasikan dalam bentuk grafik, bisa dilihat pada Gambar 5.11.
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Gambar 5. 13 Nilai Loss Pelatihan BPN-2F

Pada Gambar 5.11 ditampilkan grafik training loss pada model prediksi
angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan tajam dan fluktuatif pada epoch awal, terlihat stabil pada
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pertengahan epoch dan mulai mengalami fluktuatif di epoch ke-30. Hal ini
mengindikasikan bahwa model masih mempelajari dan menyesuaikan bobot secara

bertahap untuk mencapai kondisi yang lebih optimal.
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Gambar 5. 14 Perbandingan Data Aktual dan Prediksi BPN-2F

Pada Gambar 5.12 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk pelatihan BPN-2F. Terlihat bahwa garis prediksi secara umum
mengikuti pola nilai aktual dengan arah perubahan yang serupa. Meskipun terdapat
beberapa titik di mana nilai prediksi sedikit lebih tinggi atau lebih rendah
dibandingkan nilai aktual, pola keseluruhan menunjukkan bahwa model mampu
menangkap tren dan fluktuasi data dengan cukup baik. Hal tersebut
menggambarkan model mempunyai kemampuan memperkirakan yang baik untuk
merepresentasikan variasi nilai aktual, meskipun masih terdapat sedikit deviasi

pada beberapa observasi tertentu.

5.3.7 Pelatihan BPN-2G

Hasil percobaan BPN-2G menggunakan variable PRTAM yang menjadi
target disajikan dalam Tabel 5.8.
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Tabel 5. 8 Proses Uji BPN-2G

Epoch Time Training Loss Validation Loss
1 35 295ms 3.390.404 1.268.595
2 0Os 13ms 6.203.105 3.432.006
3 0Os 14ms 3.736.602 3.467.810
4 Os 15ms 2.687.261 2.632.769
5 0Os 13ms 1.796.190 2.895.244
46 Os 12ms 1.241.076 2.749.259
47 Os 12ms 1.220.912 2.941.206
48 Os 12ms 1.227.777 3.252.675
49 0Os 12ms 1.506.447 4.385.191
50 0Os 12ms 1.547.834 3.282.410

Berdasarkan Tabel 5.8, diketahui bahwa pelatihan model BPN-2G
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai 229,60 dan
MAPE senilai 21,73%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 1.547.834 dan nilai Validation Loss sebesar 3.282.410. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.13.
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Gambar 5. 15 Nilai Loss Pelatihan BPN-2G
Pada Gambar 5.13 ditampilkan grafik training loss pada model prediksi

angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan tajam pada epoch awal. Terlihat bahwa mulai dari epoch ke-
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2 dan seterusnya mengalami penyesuaian bobot ditandai dengan grafik yang belum
sepenuhnya stabil. Hal ini mengindikasikan bahwa model masih menyesuaikan

bobot secara bertahap untuk mencapai kondisi yang lebih optimal.
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Gambar 5. 16 Perbandingan Data Aktual dan Prediksi BPN-2G

Pada Gambar 5.14 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk pelatihan BPN-2G. Terlihat bahwa garis prediksi secara umum
mengikuti pola nilai aktual dengan arah perubahan yang relatif searah pada
sebagian besar titik data. Namun, terdapat beberapa bagian di mana nilai prediksi
cenderung sedikit lebih tinggi dibandingkan nilai aktual. Secara keseluruhan, pola
grafik menunjukkan bahwa model mampu merepresentasikan tren dan fluktuasi
data aktual dengan cukup baik, sehingga dapat dikatakan bahwa model memiliki
kemampuan prediksi yang baik meskipun masih terdapat deviasi kecil pada

beberapa observasi.

5.3.8 Pelatihan BPN-2H

Hasil percobaan BPN-2H menggunakan variable TPT yang menjadi target
disajikan dalam Tabel 5.9.



Tabel S. 9 Proses Uji BPN-2H

Epoch Time Training Loss Validation Loss
1 25 250ms 2.027.163 7.524.944
2 Os 12ms 6.258.221 7.035.666
3 0Os 13ms 5.014.710 8.567.695
4 0Os 13ms 4.997.364 8.754.034
5 0Os 13ms 5.049.349 7.981.068
46 0Os 13ms 2.344.022 3.922.550
47 0Os 13ms 2.255.961 4.262.139
48 0Os 13ms 2.206.063 4.808.414
49 0Os 13ms 2.568.895 3.652.538
50 0Os 13ms 2.271.041 4.514.218

&9

Berdasarkan Tabel 5.9, diketahui bahwa pelatihan model BPN-2H

berlangsung dengan waktu eksekusi sekitar 13 ms dengan MSE senilai 3,60 dan

MAPE senilai 2,66%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 2.271.041 dan nilai Validation Loss sebesar 4.514.218. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.15.
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Gambar 5. 17 Nilai Loss Pelatihan BPN-2H

Pada Gambar 5.15 ditampilkan grafik training loss pada model prediksi

angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun

mengalami penurunan tajam pada epoch awal. Terlihat bahwa model mengalami
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penyesuaian bobot ditandai dengan grafik yang belum sepenuhnya stabil dan
fluktuatif. Hal ini mengindikasikan bahwa model masih menyesuaikan bobot secara

bertahap untuk mencapai kondisi yang lebih optimal.
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18 A
—— Aktual
16 - Prediksi
14 A
12
s ad
E: /
— 10 i
= A
= -
Z 1
’ ///
6 -
4
2 -
0 10 20 30 40 50 60 70

Observasi (diurutkan)

Gambar 5. 18 Perbandingan Data Aktual dan Prediksi BPN-2H

Pada Gambar 5.16 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk pelatihan BPN-2H. Terlihat bahwa garis prediksi secara umum
mengikuti pola nilai aktual dengan arah perubahan yang serupa di sebagian besar
titik data. Meskipun terdapat beberapa perbedaan nilai, terutama pada beberapa
puncak dan lembah data, pola keseluruhan menunjukkan bahwa model mampu
menangkap tren dan fluktuasi nilai aktual dengan cukup baik. Hal ini
mengindikasikan bahwa model memiliki kemampuan prediksi yang cukup baik,

meskipun masih terdapat sedikit deviasi pada beberapa observasi tertentu.

5.3.9 Pelatihan BPN-21

Hasil percobaan BPN-2I menggunakan variable TPAK yang menjadi target
disajikan dalam Tabel 5.10.
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Tabel S. 10 Proses Uji BPN-21

Epoch Time Training Loss Validation Loss
1 4s 429ms 3.228.864 5.675.247
2 Os 16ms 7.972.405 6.432.510
3 Os 17ms 4.170.216 1.881.488
4 0Os 23ms 1.547.095 9.998.964
5 0Os 20ms 8.178.572 6.177.878

46 0Os 22ms 3.121.815 4.502.349
47 Os 15ms 3.364.881 2.951.655
48 0Os 14ms 3.458.338 2.641.515
49 0Os 14ms 3.644.922 2.069.797
50 Os 15ms 3.732.066 2.661.949

Berdasarkan Tabel 5.6, diketahui bahwa pelatihan model BPN-2I
berlangsung dengan waktu eksekusi sekitar 15 ms dengan MSE senilai 32,51 dan
MAPE senilai 14,05%. Proses pelatihan tersebut menghasilkan nilai 7raining
Loss sebesar 3.732.066 dan nilai Validation Loss sebesar 2.661.949. Hasil

pelatihan divisualisasikan dalam bentuk grafik, bisa diketahui dalam Gambar 5.17.
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Gambar 5. 19 Nilai Loss Pelatihan BPN-21

Pada Gambar 5.17 ditampilkan grafik training loss pada model prediksi
angka kemiskinan. Terlihat bahwa nilai loss awalnya sangat tinggi, namun
mengalami penurunan signifikan di epoch pertama. Setelah melewati sekitar epoch

ke-1, pola loss menunjukkan kecenderungan stabil. Hal ini mengindikasikan bahwa
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model sudah cukup baik dan mampu belajar dengan cepat di tahap awal, kemudian

beradaptasi secara bertahap untuk mencapai kondisi yang lebih optimal, dengan

tingkat kesalahan yang semakin kecil seiring bertambahnya epoch.

Perbandingan Aktual vs Prediksi (Diurutkan)

80 — Aktual

75 A

65 /

60 1

Prediksi

Nilai TPAK
~
S

0 10 20 30 40 50 60
Observasi (diurutkan)

70

Gambar 5. 20 Perbandingan Data Aktual dan Prediksi BPN-2I

Pada Gambar 5.18 ditampilkan perbandingan antara nilai aktual dan hasil

prediksi untuk pelatihan BPN-2I. Terlihat bahwa garis prediksi secara umum

mengikuti pola nilai aktual dengan tren perubahan yang relatif searah pada sebagian

besar titik data. Namun, terlihat bahwa nilai prediksi cenderung sedikit lebih tinggi

dibandingkan nilai aktual di beberapa bagian grafik. Secara keseluruhan, pola ini

menunjukkan bahwa model mampu menangkap tren dan fluktuasi data aktual

dengan cukup baik, meskipun masih terdapat deviasi kecil pada beberapa titik

ekstrem.

5.3.10 Pelatihan BPN-2J

Hasil percobaan BPN-2J menggunakan variable PDRB yang menjadi target

disajikan dalam Tabel 5.11.
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Tabel 5. 11 Proses Uji BPN-2J

Epoch Time Training Loss Validation Loss
1 25 249ms 2.586.069 6.495.199
2 0Os 13ms 2.580.860 6.456.792
3 0Os 12ms 2.527.075 6.203.696
4 0Os 13ms 2.285.608 5.332.990
5 0Os 13ms 1.814.129 4.150.413
46 0Os 13ms 1.284.091 2.456.751
47 0Os 12ms 1.276.160 2.430.230
48 Os 12ms 1.268.346 2.406.616
49 0Os 12ms 1.260.287 2.382.013
50 0Os 12ms 1.251.926 2.358.883

Berdasarkan Tabel 5.11, diketahui bahwa pelatihan model BPN-2J
berlangsung dengan waktu eksekusi sekitar 12 ms dengan MSE senilai
1178873630818304.00 dan MAPE senilai 999999999.00%. Proses pelatihan
tersebut menghasilkan nilai Training Loss sebesar 1.251.926 dan nilai Validation
Loss sebesar 2.358.883. Hasil pelatihan divisualisasikan dalam bentuk grafik, bisa
diketahui dalam Gambar 5.19.
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Gambar 5. 21 Nilai Loss Pelatihan BPN-2J

Pada Gambar 5.5 ditampilkan grafik training loss pada model BPN-2]J.

Terlihat bahwa nilai loss pada awal pelatihan sangat tinggi, namun mengalami
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penurunan yang tajam pada beberapa epoch pertama. Setelah itu, penurunan loss
berlangsung secara lebih lambat namun konsisten hingga akhir epoch. Pola ini
menunjukkan bahwa model mampu mempelajari pola data dengan baik sejak awal
proses pelatihan dan terus melakukan penyesuaian bobot secara bertahap untuk
mengoptimalkan kinerjanya, dengan tingkat kesalahan yang semakin menurun

seiring bertambahnya epoch.
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Gambar 5. 22 Perbandingan Data Aktual dan Prediksi BPN-2J

Pada Gambar 5.18 ditampilkan perbandingan antara nilai aktual dan hasil
prediksi untuk pelatihan BPN-2J. Terlihat bahwa garis prediksi secara umum
mengikuti pola nilai aktual dengan tren perubahan yang relatif searah pada sebagian
besar titik data. Meskipun terdapat perbedaan pada beberapa titik, terutama pada
nilai ekstrem yang menunjukkan lonjakan cukup tinggi, pola keseluruhan
memperlihatkan bahwa model mampu menangkap tren dan fluktuasi data aktual
dengan cukup baik. Hal ini menunjukkan bahwa model memiliki kemampuan
prediksi yang baik, meskipun masih terdapat deviasi pada beberapa observasi

dengan nilai yang sangat besar.

5.4 Hasil Prediksi
Sesudah melaksanakan tahap pelatthan di setiap model, kemudian

melakukan tahapan uji. Tahapan ini dilakukan dengan maksud untuk tau model
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terbaik pada arsitektur kedua ini untuk melakukan prediksi pada angka kemiskinan

menggunakan metode ANN. Adapun hasil uji dijabarkan dalam Tabel 5.12 berikut.

Tabel 5. 12 Hasil Prediksi Model BPN 2 Hidden Layer

Pelatihan Arsitektur Time (ms) MSE MAPE (%)
BPN-2A 13 32,12 13,5
BPN-2B 12 4,71 3,09
BPN-2C 10 1327162.12 999,99
BPN-2D 12 2,74 2,18
BPN-2E 13 5,03 4,82
BPN-2F 13-6-9-1 12 158,58 18,44
BPN-2G 12 229,6 21,73
BPN-2H 13 3,6 2,66
BPN-21 15 32,51 14,5
BPN-2J 12 1178873630818304.00 | 999999999.00

Berdasarkan hasil pelatihan yang ditampilkan pada Tabel 5.12,
memperlihatkan hasil yang berbeda walaupun memilik arsitektur atau struktur dasar
yang sama yaitu 13-6-9-1. Mengacu pada pendapat (Wijaya Rauf, 2023) yang
mengatakan bahwa semakin kecil nilai MSE yang dihasilkan, maka semakin baik
pula kemampuan model dalam melakukan prediksi. Hal serupa juga berlaku pada

nilai MAPE, di mana semakin kecil nilainya menunjukkan tingkat kesalahan

prediksi yang semakin rendah dalam bentuk persentase.

Berdasarkan hal tersebut, pelatihan BPN-2D yang memiliki nilai MSE yaitu
2,47 dan MAPE 2,18% dapat dinyatakan sebagai model terbaik dalam memprediksi
angka kemiskinan, karena memiliki tingkat kesalahan prediksi paling rendah. Hasil
ini menunjukkan bahwa penggunaan dua hidden layer dalam jaringan saraf tiruan
memberikan kemampuan pemetaan yang lebih baik terhadap hubungan nonlinier
antar variabel input. Temuan ini sejalan dengan pendapat (Seidi et al., 2025) yang
menyatakan bahwa arsitektur dengan 2 hidden layer sering kali memiliki

kemampuan generalisasi yang lebih baik dibandingkan satu hidden layer

5.5 Kesimpulan
Hasil pelatihan di strategi kedua memperlihatkan pemakaian dua lapisan
tersembunyi mampu meningkatkan kemampuan metode dalam memprediksi angka

kemiskinan. Model ANN menggunakan algoritma propagasi balik diketahui efektif
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untuk melakukan prediksi angka kemiskinan, seperti yang ditunjukkan oleh variasi
nilai Mean Squared Error (MSE) dan Mean Absolute Percentage Error (MAPE)
yang berbeda pada tiap model, di mana perbandingan nilai tersebut menjadi dasar
dalam menentukan performa terbaik khususnya pada pelatihan BPN-2D. Adapun
grafik hasil pelatihan dari strategi kedua yaitu 2 hidden layer bisa dilihat pada
Gambar 5.21.
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Gambar 5. 23 Perbandingan performa model arsitektur

2 hidden layer terbaik

Gambar 5.21 di atas memperlihatkan perbandingan nilai MSE dari semua
arsitektur pelatihan dengan konfigurasi 13-6-9-1. Dari hasil tersebut terlihat bahwa
sebagian besar model menghasilkan nilai MSE yang cukup bervariasi, dengan
beberapa model menunjukkan kesalahan prediksi yang cukup tinggi. Namun,
terdapat satu model yang menonjol, yaitu BPN-2D dengan nilai MSE sebesar 2,74
dan MAPE 2,18% yang merupakan nilai terkecil dibandingkan model lainnya.
Sesuai dengan yang dikatakan oleh (Wijaya Rauf, 2023) bahwa semakin kecil nilai
MSE yang dihasilkan, maka semakin baik pula kemampuan model dalam
melakukan prediksi, Hal serupa juga berlaku pada nilai MAPE, di mana semakin

kecil nilainya menunjukkan tingkat kesalahan prediksi yang semakin rendah dalam
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bentuk persentase, sehingga BPN-2D dapat dinyatakan sebagai model terbaik pada

strategi kedua ini.



BAB VI
PEMBAHASAN

5.1 Analisis Perbandingan Arsitektur

Proses pelatihan jaringan saraf tiruan pada penelitian ini dilakukan dengan
dua strategi arsitektur, yaitu menggunakan 1 hidden layer dan 2 hidden layer.
Setiap arsitektur memiliki jumlah input sebanyak 13 node yang menjelaskan jumlah
parameter atau atribut data dari variabel indikator kemiskinan yang digunakan,
sedangkan jumlah output hanya satu node, yaitu nilai prediksi angka kemiskinan.
Perbedaan utama antara kedua strategi tersebut terletak pada jumlah hidden layer
dan jumlah node yang digunakan di dalamnya yaitu strategi pertama menggunakan
1 hidden layer dan strategi kedua menggunakan 2 hidden layer. Setiap arsitektur
diuji untuk melihat konsistensi hasil prediksi yang ditunjukkan oleh nilai Mean
Squared Error (MSE) dan Mean Absolute Percentage Error (MAPE) serta waktu
konvergensi selama proses pelatihan.

Kinerja model ANN dengan algoritma backpropagation tidak hanya
ditentukan oleh banyaknya node dalam setiap hidden layer, tetapi juga oleh jumlah
hidden layer yang digunakan dalam arsitektur jaringan. Semakin banyak hidden
layer yang dimiliki model, proses pelatihannya akan melibatkan lebih banyak iterasi
dan pembaruan bobot, sehingga pola hubungan antarvariabel dapat dipelajari
dengan lebih mendalam. Kondisi ini dapat membantu model mencapai titik
konvergensi lebih cepat, selama proses pembelajaran tetap stabil. Selain itu, peran
atribut input sangat penting karena setiap indikator kemiskinan memiliki pengaruh
berbeda terhadap nilai prediksi akhir. Dengan kata lain, kombinasi antara total
lapisan tersembunyi serta pemilihan atribut input adalah tahapan untuk menentukan
seberapa baik model mampu menghasilkan prediksi yang akurat. Adapun
perbandingan performa kedua strategi arsitektur dalam penelitian ini dari segi

waktu konvergensi, hasil dari MSE dan MAPE, bisa dilihat pada Tabel 6.1
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Tabel 6. 1 Waktu Konvergensi, MSE, dan MAPE
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Variable 1 Hidden Layer 2 Hidden Layer

Target | Time MSE MAPE | Time MSE MAPE
A 13ms 29,19 12.87% | 13ms 32,12 13,5%
B 12ms 4,94 322% | 12ms 4,71 3,09%
C 13ms | 1085070.25 | 999,982 | 10ms | 1327162.12 999,99%
D 16ms 4,4 2.95% | 12ms 2,74 2,18%
E 12ms 10,79 541% | 13ms 5,03 4,82%
F 14ms 195,18 22.65% | 12ms 158,58 18,44%
G 12ms 279,65 2537% | 12ms 229,6 21,73%
H 14ms 4,57 2,73% | 13ms 3,6 2,66%
I 13ms 33,61 14,12% | 15ms 32,51 14,5%
1 s [t S | o | M| P

Tabel 6.1 memperlihatkan variasi waktu pelatihan dan nilai MSE pada
setiap arsitektur model yaitu 1 hidden layer dan 2 hidden layer. Diketahui bahwa
hasil MSE antar model menunjukkan perbedaan, diantaranya pada model dengan
2 hidden layer cenderung memberikan hasil yang lebih baik, ditunjukkan oleh nilai
MSE dan MAPE yang lebih kecil pada beberapa variabel target, terutama pada
model BPN-2D dengan MSE sebesar 2,74 dan MAPE 2,18%. Dari sisi waktu
pelatihan, kedua arsitektur tidak menunjukkan perbedaan signifikan karena rata-
rata waktu konvergensi berada di kisaran 10-16 ms. Penambahan satu hidden
layer tidak secara signifikan memperlambat proses pelatihan, namun justru mampu
meningkatkan kemampuan model dalam mengenali pola data yang kompleks.

Pada beberapa pelatihan seperti BPN-1C dan BPN-1J menunjukkan nilai
MSE dan MAPE yang sangat besar, mengindikasikan adanya ketidakstabilan
proses pelatihan atau kesalahan pembelajaran (overfitting atau underfitting).
Menurut (Pranatha et al., 2024), kondisi tersebut umumnya terjadi ketika model
terlalu fokus pada data pelatihan sehingga kehilangan kemampuan untuk
menggeneralisasi data baru. Sementara itu, (Nurdiawan et al., 2024) menambahkan
bahwa waktu konvergensi yang terlalu lama dapat menjadi salah satu penyebab

terjadinya overfitting.
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5.2 Pandangan Islam terhadap Upaya Penanggulangan Kemiskinan

Dalam Islam, kemiskinan (a/-fagr) bukan hanya persoalan ekonomi, tetapi
juga merupakan masalah sosial yang memiliki dimensi moral dan spiritual. Islam
memandang kemiskinan sebagai kondisi yang harus diatasi melalui tanggung jawab
bersama, baik individu, masyarakat, maupun negara. Upaya mengentaskan
kemiskinan dipandang sebagai bagian dari pelaksanaan nilai keadilan (al- ‘adl) dan
kesejahteraan sosial (al-maslahah al- ‘ammah), yang merupakan tujuan utama dari
syariat Islam (magasid al-syari‘ah).

Allah Swt. menegaskan pentingnya memperhatikan dan membantu kaum
miskin dalam firman-Nya:

303l 3 ST G5 2l 52l a5
Artinya:
“Dan pada harta-harta mereka ada hak untuk orang miskin yang meminta dan orang
miskin yang tidak mendapat bagian.”(QS. Adz-Dzariyat [51]: 19)

Ayat ini menjelaskan bahwa setiap harta yang dimiliki seseorang memiliki
hak pihak lain, terutama fakir dan miskin. Islam menekankan bahwa kekayaan tidak
boleh dikumpulkan semata-mata untuk kepentingan pribadi. Keadilan sosial
menuntut pembagian kekayaan agar setiap orang memperoleh haknya, sehingga
kemiskinan dapat dikurangi secara sistematis.

Berdasarkan tafsir Quraisy Shihab, ayat ini menekankan bahwa distribusi
kekayaan harus dilakukan dengan prinsip keadilan dan tanggung jawab sosial.
Quraisy Shihab menjelaskan bahwa hak fakir dan miskin bukan sekadar kewajiban
sosial, tetapi bagian dari struktur moral masyarakat yang menjamin kesejahteraan
bersama. Dengan kata lain, ayat ini menekankan tema tematik: kesejahteraan sosial,
pemerataan harta, dan pencegahan ketimpangan ekonomi.

Selain itu, Islam telah mengatur mekanisme distribusi kekayaan melalui

kewajiban zakat, sebagaimana firman Allah Swt:

Criaadl 5 B3l a5 245 Adl5all 5 Lle ilendl 5 Sl 5 615380 Canzall 1)
O ASa e 40550 (5 A 8 TR 5 ) i o5
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Artinya:

“Sesungguhnya zakat-zakat itu hanyalah untuk orang-orang fakir, orang miskin,
pengurus zakat, para muallaf yang dibujuk hatinya, untuk memerdekakan budak,
orang-orang yang berhutang, untuk jalan Allah, dan untuk orang yang sedang dalam
perjalanan, sebagai suatu ketetapan yang diwajibkan Allah; dan Allah Maha
Mengetahui lagi Maha Bijaksana.” (QS. At-Taubah [9]: 60)

Ayat tersebut menjelaskan Islam memiliki sistem sosial yang sistematis
dalam menanggulangi kemiskinan. Zakat bukan hanya ibadah ritual, tetapi juga
instrumen ekonomi untuk mengurangi kesenjangan sosial dan menjaga
keseimbangan distribusi harta di masyarakat. Islam juga menekankan pentingnya
kerja keras, kemandirian, dan tanggung jawab sosial dalam mengatasi kemiskinan.
Rasulullah SAW. bersabda: “Sebaik-baik harta adalah harta yang dimiliki oleh
orang saleh.” (HR. Ahmad). Hadis ini mengandung makna bahwa kekayaan tidak
dilarang dalam Islam, selama diperoleh dengan cara yang halal dan dimanfaatkan
untuk kemaslahatan bersama. Oleh karena itu, Islam mendorong umatnya untuk
berinovasi, bekerja keras, dan menggunakan ilmu pengetahuan sebagai sarana
mencapai kesejahteraan.

Menurut Quraisy Shihab, ayat tentang zakat ini menekankan dimensi
tematik sistem ekonomi Islam bertujuan mengurangi kemiskinan dan menegakkan
keadilan sosial. la menyoroti peran institusi sosial (seperti zakat) dalam
menyeimbangkan distribusi harta dan mencegah akumulasi kekayaan secara
sewenang-wenang (Suharyat & Asiah, 2022). Tafsir ini relevan untuk konteks
modern, termasuk penerapan teknologi seperti ANN dalam mengefektifkan
distribusi sumber daya sosial.

Dalam konteks modern, nilai-nilai Islam tentang keadilan sosial dan
pemerataan ekonomi dapat diimplementasikan melalui pemanfaatan ilmu
pengetahuan dan teknologi yang berorientasi pada kemaslahatan umat (maslahah
mursalah). Salah satu bentuknya adalah penerapan model Artificial Neural
Network (ANN)untuk memprediksi angka kemiskinan. Teknologi ini dapat
membantu pemerintah dan lembaga sosial dalam membuat kebijakan yang lebih

akurat, efektif, dan tepat sasaran. Dengan demikian, penggunaan ANN dalam
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penelitian ini sejalan dengan semangat Islam untuk menegakkan keadilan, efisiensi,
dan akuntabilitas dalam pengelolaan sumber daya publik.

Pemanfaatan teknologi seperti ANN juga dapat dimaknai sebagai
implementasi amanah dalam bekerja secara profesional dan bertanggung jawab.

Hal ini sejalan dengan firman Allah Swt:
@ GV sl cnalind a5 ATl edl i) &6

Artinya:

“Sesungguhnya orang yang paling baik yang kamu ambil untuk bekerja (mengelola
sesuatu) ialah orang yang kuat lagi dapat dipercaya.” (QS. Al-Qashash [28]: 26)

Ayat tersebut menegaskan pentingnya kompetensi dan integritas dalam
menjalankan tugas, termasuk dalam bidang penelitian dan pengelolaan data sosial.
Dengan kemampuan ANN dalam mengidentifikasi pola kemiskinan secara lebih
objektif, proses pengambilan kebijakan dapat dilakukan secara transparan dan
berbasis bukti, sehingga membantu pemerintah dalam menyalurkan bantuan secara

adil dan tepat sasaran.

Dari perspektif maqasid al-syari ‘ah, penelitian ini turut mendukung tujuan
utama syariat, yaitu menjaga harta (hifz al-mal) dan menjaga jiwa (hifz al-nafs).
Melalui sistem prediksi yang akurat, hak-hak masyarakat miskin dapat terlindungi,
dan kebijakan yang diambil mampu mengurangi ketimpangan sosial. Dengan
demikian, penerapan Artificial Neural Network dalam konteks penanggulangan
kemiskinan bukan hanya inovasi teknologi, tetapi juga bentuk aktualisasi nilai
Islam dalam mewujudkan kesejahteraan dan keadilan sosial bagi seluruh umat

manusia.



BAB VII
KESIMPULAN

7.1 Kesimpulan

Berdasarkan hasil penelitian dan analisis yang telah dilakukan mengenai

penerapan model Artificial Neural Network (ANN) dalam memprediksi angka

kemiskinan di Indonesia, dapat disimpulkan hal-hal berikut:

1.

Hasil pengujian menunjukkan bahwa setiap atribut data yang digunakan
memiliki pengaruh yang berbeda terhadap hasil prediksi angka kemiskinan.
Variabel-variabel indikator seperti pendidikan, pengangguran, kesehatan,
dan pengeluaran rumah tangga berkontribusi terhadap variasi nilai Mean
Squared Error (MSE) dan Mean Absolute Percentage Error (MAPE) yang
dihasilkan. Misalnya, pada variabel D dan E, model dengan dua hidden
layer menghasilkan nilai MSE dan MAPE yang jauh lebih kecil
dibandingkan satu hidden layer, yaitu 2,74 dan 5,03 nilai MSE serta 2,18%
dan 4,82% nilai MAPE pada dua hidden layer, dibandingkan
dengan 4,40 dan 10,79 nilai MSE serta 2,95% dan 5,41% nilai MAPE pada
satu hidden layer. Hal ini menunjukkan bahwa struktur jaringan yang lebih
dalam mampu mengenali pola hubungan antaratribut dengan lebih efektif.
Sementara itu, pada variabel A dan C, hasil MSE dan MAPE relatif lebih
tinggi, masing-masing sebesar 29,19-32,12 dan 1.085.070,25—
1.327.162,12 nilai MSE serta nilai MAPE yaitu 12,87% dan 13,5% dan
999,98%-999,99%, yang mengindikasikan bahwa atribut yang digunakan
pada data tersebut memiliki kompleksitas atau tingkat variasi yang tinggi
sehingga model memerlukan penyesuaian parameter lebih lanjut. Dengan
demikian, dapat disimpulkan bahwa relevansi dan kualitas atribut input
sangat berpengaruh terhadap kestabilan dan akurasi hasil prediksi model

ANN.

Berdasarkan hasil pengujian terhadap dua arsitektur jaringan, yaitu 1

lapisan tersembunyi serta 2 lapisan tersembunyi, didapatkan bahwa model
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dua hidden layer secara umum memberikan performa yang lebih baik. Hal
ini terlihat dari nilai MSE yang lebih kecil pada sebagian besar variabel
target, seperti D (2,74), E (5,03), F (158,58), G (229,60), dan H (3,60) dan
MAPE vyang juga bernilai sebanding yaitu D (2,18%), E (4,82%), F
(18,44%), G (21,73%), dan H (2,66%). Nilai-nilai tersebut menunjukkan
peningkatan akurasi dibandingkan dengan model satu hidden layer yang
memiliki MSE masing-masing 4,40, 10,79, 195,18, 279,65, dan 4,57 dan
MAPE masing-masing 2,95%, 5,4%, 22,65%, 25,37%, 2,73%. Dari sisi
efisiensi, waktu konvergensi antar model relatif stabil, berkisar antara 10—
16 milidetik (ms), sehingga penambahan satu hidden layer tidak
menyebabkan penurunan kinerja secara signifikan. Dengan demikian,
dapat disimpulkan bahwa arsitektur dengan dua hidden layer mampu
memberikan keseimbangan antara akurasi prediksi dan kecepatan
pelatihan, serta lebih efektif dalam mempelajari pola kompleks pada data

kemiskinan.

7.2 Saran
Berdasarkan hasil penelitian yang telah dilakukan, maka dapat diberikan

beberapa saran sebagai berikut:

1. Penelitian selanjutnya disarankan menggunakan data dengan cakupan
yang lebih luas dan terbaru agar hasil prediksi kemiskinan menjadi lebih
akurat.

2. Karena model dengan dua hidden Ilayer menunjukkan hasil terbaik,
penelitian berikutnya dapat mencoba pengaturan jumlah neuron atau

fungsi aktivasi lain untuk meningkatkan kinerja model.
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