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رٍمََث لاِب رِجََّشلاكَ لٍمَعَ لاِب مُلْعِلا  
Ilmu pengetahuan yang tidak disertai pengamalan, 

layaknya pohon yang tidak berbuah. 
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ABSTRAK 

 
Mahsun, Muhammad. 2025. Prediksi Santri Putus Sekolah di Pondok Pesantren 

Sidogiri menggunakan Random Forest dan Decision Tree. Tesis. Program Studi 
Magister Informatika Fakultas Sains Dan Teknologi Universitas Islam Negeri 
Maulana Malik Ibrahim Malang. Pembimbing: (I) Dr. Ir. Mokhamad Amin Hariyadi, 
M.T.(II) Prof. Dr. Sri. Harini M. Si 

 
Kata kunci: Prediksi Santri Putus Sekolah, Machine Learning, Random Forest, Decision 
Tree, Pondok Pesantren, Madrasah 

 
Fenomena putus sekolah (dropout) merupakan isu krusial yang berdampak 

negatif terhadap kinerja institusi pendidikan formal maupun pesantren, stabilitas 
sosial, serta pembangunan sumber daya manusia. Oleh karena itu, mendeteksi dini 
terhadap siswa berisiko tinggi mengalami putus sekolah menjadi langkah preventif 
yang strategis. penelitian ini bertujuan menganalisa model prediksi yang akurat 
menggunakan pendekatan Machine Learning, dengan melakukan evaluasi 
komparatif terhadap algoritma Random Forest dan Decision Tree. Dataset 
penelitian diambil dari data siswa Madrasah Miftahul Ulum Pondok Pesantren 
Sidogiri dengan jumlah 1.763 data siswa. Hasil tahapan eksperimen model Random 
Forest memberikan performa terbaik dengan akurasi 84%, presisi 84%, recall 80%, 
dan F1-score 81%. Model dilatih dengan 4 skenario  dan diuji dengan tuning 
parameter serta menggunakan matrik untuk mengevaulis akurasi model, untuk 
memastikan hasilnya konsisten. Metrik tersebut mengindikasikan bahwa model 
bekerja secara seimbang antara sensitivitas dan ketepatan prediksi, serta efektif 
dalam mengidentifikasi faktor internal dan eksternal yang berkontribusi terhadap 
risiko dropout. Berdasarkan hasil evalulasi model, Random Forest 
direkomendasikan sebagai instrumen pendukung keputusan untuk memfasilitasi 
intervensi yang lebih tepat sasaran, seperti dukungan akademik, ekonomi, maupun 
bimbingan pembinaan santri. Penelitian ini memiliki keterbatasan karena model 
hanya diuji pada lembaga Madrasah Miftahul Ulum Pondok Pesantren Sidogiri, 
sehingga penerapannya pada konteks lain perlu dikaji lebih lanjut. Penelitian 
lainnya diharapkan mencoba model lain dan menghasilkan model prediksi yang 
lebih akurat, adaptif, dan dapat digunakan sebagai instrumen pendukung keputusan 
yang lebih komprehensif bagi lembaga pendidikan madrasah maupun pesantren 
dalam mencegah terjadinya santri putus sekolah sebelum waktunya lulus. 
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ABSTRACT 

 
Mahsun, Muhammad. 2025. Prediction of Student Dropout at Sidogiri Islamic 

Boarding School Using Random Forest and Decision Tree. Thesis. Master 
of Informatics Study Program, Faculty of Science and Technology, Maulana Malik 
Ibrahim State Islamic University Malang. Supervisor: (I) Dr. Ir. Mokhamad Amin 
Hariyadi, M.T. (II) Prof. Dr. Sri. Harini M. Si 

 
Keywords: Student Dropout Prediction, Machine Learning, Random Forest, Decision Tree, 
Islamic Boarding School, Madrasah 

 
The phenomenon of student dropout is a critical issue that negatively affects 

the performance of educational institutions, both formal schools and Islamic 
boarding schools (pesantren), as well as social stability and human resource 
development. Therefore, early detection of students at high risk of dropping out is 
a strategic preventive measure. This study aims to analyze accurate predictive 
models using a machine learning approach by conducting a comparative evaluation 
of the Random Forest and Decision Tree algorithms. The dataset was obtained from 
the student records of Madrasah Miftahul Ulum at Sidogiri Islamic Boarding 
School, comprising 1,763 student data entries. The experimental results indicate 
that the Random Forest model achieved the best performance, with an accuracy of 
84%, precision of 84%, recall of 80%, and an F1-score of 81%. The model was 
trained using four experimental scenarios and evaluated through parameter tuning 
and performance metrics to ensure consistency and reliability of the results. These 
metrics demonstrate that the model performs in a balanced manner, with respect to 
both sensitivity and predictive accuracy, and is effective in identifying both internal 
and external factors contributing to dropout risk. Based on the model evaluation, 
Random Forest is recommended as a decision-support tool to facilitate more 
targeted interventions, such as academic support, economic assistance, and student 
counselling programs. This study is limited in scope, as the model was tested only 
within Madrasah Miftahul Ulum at Sidogiri Islamic Boarding School; therefore, its 
applicability to other contexts requires further investigation. Future studies are 
encouraged to explore additional models to develop more accurate and adaptive 
prediction systems that can serve as comprehensive decision-support tools for 
madrasah and Islamic boarding schools in preventing student dropout before 
graduation  
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 ثحبلا صلختسم

 مادختساب ىفلسلا يرقادیس دھعملا يف  ةساردلا نع بلاطلا عاطقناب ؤبنتلا .٢٠٢٥ . دمحم ،نوسحم
 مولعلا ةیلك ،تامولعملا مسق .ریتسجاملا ةلاسر .رارقلا ةرجشو ةیئاوشعلا ةباغلا يتیمزراوخ
 فرشملا .جنلاام میھاربإ كلام انلاوم ةیموكحلا ةیملاسلإا میھاربإ كلام انلاوم ةعماجب ایجولونكتلاو
 .ریتسجاملا, ةذاتسلأا ، ينیراھ يرس .د :يناثلا فرشملا ؛ریتسجاملا ،يدایرھ نیمأ دمحم .د  :لولأا

رارقلا ةرجش ،ةیئاوشعلا ةباغلا ،يللآا ملعتلا ،بلاطلا عاطقناب ؤبنتلا  .ةسردملا ،يملاسلإا دھعملا،ةیحاتفملا تاملكلا : 

ءادأ ىلع ةیبلـــس راثآ نم اھل امل ةیمھلأا ةغلابً ةیـــضق )برـــستلا( ةـــساردلا نع بلاطلا عاطقنا ةرھاظّ دعُت  
يف اھریثأت نعً لاــضف ،)نرتناــسیبلا( ةیملاــسلإا دھاعملا وأ ةیماظنلا سرادملا ءاوــس ،ةیمیلعتلا تاــســسؤملا  
ةجردب نیــضرعملا بلاطلا نع ركبملا فــشكلا نإف ،مّث نمو .ةیرــشبلا دراوملا ةیمنتو يعامتجلاا رارقتــسلاا  

ةقـیقد ةیـؤبنت جذامـن لیـلحت ىلإ ةــــساردلـا هذھـ فدھـت .اًیـجیتارتــــسا اًیـئاقـو ءًارجإ دعـُی عاطـقنلاا رطخل ةیـلاعـ  
ةیئاوـــشعلا ةباغلا يتیمزراوخ نیب نراقم مییقت ءارجإ للاخ نم ،يللآا ملعتلا ةیجھنم مادختـــساب  (Random 

Forest) رارقلا ةرجش و  (Decision Tree). 
يریغودیس دھعمل ةعباتلا مولعلا حاتفم ةسردم بلاط تلاجس نم تانایبلا ةعومجم ىلع لوصحلا مت  

ءادأ لضفأ ققح ةیئاوشعلا ةباغلا جذومن نأ براجتلا جئاتن ترھظأو .اًیبلاطً لاجس 1,763 تغلبو ،يملاسلإا ، 
ةیباجیلإا ةقدلاو ،%84 ةقدلا تغلب ثیح  (Precision) 84%، ءاعدتسلااو  (Recall) 80%، ةمیقو  F1-

score مییقتو تاملعملا طبض عم ،ةیبیرجت تاھویرانیس ةعبرأ ربع جذومنلا بیردت مت دقو .%81 ةبسنب  
لمعی جذومنلا نأ ىلإ تارشؤملا هذھ ریشتو .اھتیقوثومو جئاتنلا قاستا نامضل ةددعتم سییاقم مادختساب ءادلأا  
يتلا ةیجراخلاو ةیلخادلا لماوعلا دیدحت ىلع ةلاّعف ةردقب عتمتی امك ،ؤبنتلا ةقدو ةیساسحلا نیب نزاوتم لكشب  

عاطقنلاا رطخ ةدایز يف مھست . 
نم رارقلا ذاختلا ةمعاد ةادأك ةیئاوــشعلا ةباغلا ةیمزراوخ دامتعاب ةــساردلا يــصوت ،مییقتلا جئاتن ىلع ءًانبو  
يبلاطلا داشـرلإا جماربو ،ةیلاملا تادعاسـملاو ،يمیداكلأا معدلا لثم ،اًفادھتسـاو ةقد رثكأ تلاخدت ذیفنت لجأ . 
مزلتــسی امم ،يملاــسلإا يریغودیــس دھعمب مولعلا حاتفم ةــسردم ىلع ةــساردلا هذھ قاطن رــصتقی ،كلذ عمو  
ةیلبقتـسملا تاـساردلا وعدتو .ىرخأ ةیمیلعت تاقایـس يف جذومنلا قیبطت ةیلباق رابتخلا ةیفاـضإ ثاحبأ ءارجإ  
معدل ةلماشـ تاودأك اھمادختسـا نكمی ،اًفیكتو ةقد رثكأ ؤبنت ةمظنأ ریوطت فدھب ةیفاضـإ جذامن فاشـكتسـا ىلإ  

جرختلا لبق يساردلا برستلا ةرھاظ نم دحلل ةیملاسلإا دھاعملاو سرادملا يف رارقلا  
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BAB I 

PENDAHULUAN 

 

1.1 Latar Belakang 

Dibelahan dunia, putus sekolah menjadi masalah serius yang perlu ditangani 

dengan serius pula bagi penyelenggara pendidikan. Bukan hanya di Spanyol, 

tetapi masalah putus sekolah juga terjadi di beberapa negara, Estonia, Inggris 

Raya, Latvia, Bangladesh, Korea Selatan pada penelitian Tayebi et al. (2021) 

Menurut Masserini et al. (2021) di negara Eropa banyak siswa putus sekolah 

sebelum menyelesaikan program pendidikan. Di Negara Denmark, hanya 

sekitar 80% siswa mampu menyelesaikan sekolahnya sampai lulus, sementara 

di Italia hanya 46% dan faktor utama yang menyebabkan siswa putus sekolah 

adalah kondisi sosial ekonomi. Putus sekolah atau dropout merupakan salah 

satu permasalahan yang paling umum di dunia pendidikan serta memerlukan 

perhatian lebih. Bukan hanya di tingkat sekolah menengah, putus sekolah juga 

terjadi di Sebagian universitas. Siswa putus sekolah yang tinggi akan 

berdampak buruk pada universitas serta memperburuk reputasi universitas. 

Bagaimana strategi untuk menjaga siswa putus sekolah. Menurut Utari et 

al.(2020)  melakukan prediksi awal siswa yang beresiko putus sekolah adalah 

sangat penting untuk menentukan tingkat keberhasilan suatu strategi di masing-

masing universitas. 

Mengurangi tingkat putus sekolah dengan melakukan penelitian adalah 

rencana yang baik dan perlu ditingkatkan intensitas penelitiannya. Mengetahui 
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faktor yang mempengaruhi siswa meninggalkan pendidikan di sekolah tujuan 

dari penelitian ini. Devasia et al. (2016) Memprediksi siswa dropout dengan 

akurasi tinggi akan membantu dalam mengidentifikasi siswa, menganalisis item 

data untuk membentuk ringkasan informasi yang berguna. Penelitian ini 

melakukan analisis berdasarkan pola data, asosiasi, hubungan antar semua data. 

Pada penelitian yang dikerjakan oleh Sani et al. (2020) dalam memprediksi 

mahasiswa dropout dengan menggunakan model Neural Network, dengan 

objek mahasiswa, dan menghasilkan tingkat akurasi sebesar 95,86%, penelitian 

tersebut dilakukan pada institusi pendidikan formal dan menggunakan variabel 

akademik, sehingga belum mengakomodasi kompleksitas faktor non-akademik 

yang terdapat pada lembaga pendidikan berbasis pesantren. Sedangakan Hegde 

(2016) dan Fernandez et al. (2021) melakukan penelitian serupa  dengan metode 

Support Vector Machine dengan akurasi masing-masing mencapai angka 

90,24% dan 90,87%, dengan metode SVM model ini membutuhkan proses 

optimasi parameter yang kompleks 

Demikian pula, Harwati et al. (2016) meneliti terkait dengan prediksi siswa 

putus sekolah menggunakan metode Naive Bayes pada data pendidikan formal 

dan menghasilkan akurasi sebesar 80,67%. Hasil ini memiliki keterbatasan 

dalam menangkap hubungan interaksi antar variabel yang umum terdapat pada 

data pendidikan. Sementara, Sa’ad et al. (2020) menerapkan metode Extreme 

Learning Machine (ELM) pada konteks pendidikan formal dan memperoleh 

akurasi sebesar 72%, sebagaimana penelitian  Hoe et al. (2013) menggunakan 
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metode CHAID dengan akurasi sebesar 70,17%. yang relatif lebih rendah 

dibandingkan metode lainnya 

Meskipun telah banyak penelitian terkait prediksi putus sekolah dengan 

pendekatan machine learning di lingkungan sekolah umum atau formal, masih 

sangat terbatas studi yang secara khusus menyoroti fenomena ini dalam konteks 

pendidikan pesantren, terutama pesantren klasik seperti Pondok Pesantren 

Sidogiri . Namun demikian, karakteristik lingkungan pesantren, termasuk 

sistem pembelajaran, faktor sosial-keagamaan, serta dinamika hubungan antara 

santri dan lembaga, berbeda dengan sekolah umum. Belum banyak model 

prediktif yang dirancang dengan mempertimbangkan variabel-variabel spesifik 

santri, seperti kepatuhan terhadap aturan pondok, keterlibatan dalam kegiatan 

keagamaan, dan latar belakang keluarga santri yang sangat beragam. Oleh 

karena itu, penelitian ini hadir untuk mengisi kesenjangan tersebut. 

Dalam lima tahun terakhir, Pondok Pesantren Sidogiri mengalami 

peningkatan jumlah santri yang putus sekolah atau berhenti mengikuti 

pendidikan pesantren. Fenomena ini berpotensi mengganggu keberlangsungan 

proses belajar mengajar serta berdampak pada efektivitas pengelolaan 

pendidikan di lingkungan pesantren. Oleh karena itu, diperlukan suatu 

penelitian yang mampu mengidentifikasi dan memprediksi santri yang berisiko 

mengalami putus sekolah secara akurat dan sistematis. 

Pemilihan metode analisis dalam penelitian ini menjadi aspek yang sangat 

penting karena berkaitan langsung dengan keandalan hasil prediksi yang 

dihasilkan. Penelitian ini menggunakan metode Random Forest (RF) sebagai 



4 
 

 

model utama, dengan Decision Tree (DT) sebagai metode pembanding. 

Pemilihan metode Random Forest dalam penelitian ini berdasarkan hasil kajian 

studi literatur yang menunjukkan bahwa metode ini mampu menghasilkan 

tingkat akurasi yang tinggi dalam permasalahan klasifikasi, khususnya pada 

data berdimensi tinggi dengan jumlah variabel yang besar serta adanya korelasi 

antar fitur dan metode ini bekerja dengan membangun sejumlah pohon 

keputusan secara acak dan menggabungkan hasil prediksinya, sehingga efektif 

dalam mengurangi risiko overfitting serta meningkatkan stabilitas dan akurasi 

model prediksi secara signifikan. 

Menurut Purwanto et al (2025). Membangun model prediksi berbasis 

algoritma Random Forest yang telah terbukti kuat dalam klasifikasi data, 

menggunakan variabel yang relevan dan kontekstual dengan dunia pesantren, 

dan menghasilkan alat bantu berbasis data yang dapat digunakan oleh pengelola 

pesantren untuk melakukan intervensi lebih awal terhadap santri yang berisiko 

putus sekolah. 

Sebagaimana termaktub  di dalam Al Quran Surah Al-Taubah ayat 122 

tentang peristiwa yang akan terjadi Allah berfirman: 

 

ًةَّفاۤكَ اوْرُفِنَْیلِ نَوُْنمِؤْمُلْا نَاكَ امَوَ ۞ ّلٌ ةَفæىاۤطَ مْھُنْمِّ ةٍَقرِْف لِّكُ نْمِ رََفَن لاَوَْلَف ۗ ّدلا ىِف اوْھَُّقَفَتَیِ  اوْرُذِنُْیلِوَ نِیِْ

نوْرَُذحَْی مْھَُّلَعَل مْھِیَْلِا اوُْٓعجَرَ اَذِا مْھُمَوَْق ◌َࣖ   

“Tidak sepatutnya orang-orang mukmin pergi semuanya (ke medan 

perang). Mengapa sebagian dari setiap golongan di antara mereka tidak pergi 

(tinggal bersama Rasulullah) untuk memperdalam pengetahuan agama mereka 
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dan memberi peringatan kepada kaumnya apabila mereka telah kembali, agar 

mereka dapat menjaga dirinya?”(QS. Al-Taubah:122)  

  

  

Ayat ini menguraikan kewajiban sebagian umat islam untuk menuntut ilmu 

dan pentingnya pendidikan yang berkelanjutan. Mohd et al (2024) 

perpandangan bahwa pentingnya pembelajaran sepanjang hayat (lifelong 

learning) bagi seseorang dalam pendidikan Islam. Dalam kontek ini menurut 

Usman et al.(2023). Pondok Pesantren Sidogiri memiliki tujuan secara khusus, 

mencetak santri untuk menuntut ilmu agama secara mendalam (tafaquh fiddin) 

dan menjadi santri Ibadillahis Sholihin, hamba Allah yang saleh, serta 

memastikan santri istikamah dalam mendalami ilmu hingga lulus dan rampung 

maupun tuntas. 

1.2 Pernyataan Masalah 

Fenomena santri putus sekolah di lingkungan pondok pesantren merupakan 

permasalahan yang kompleks karena dipengaruhi oleh berbagai faktor sosial, 

ekonomi, akademik, dan psikologis. Kompleksitas ini menimbulkan tantangan 

dalam mengidentifikasi santri yang berisiko putus sekolah secara dini. Oleh 

sebab itu, perlu pendekatan prediktif yang optimal menangani banyaknya 

atribut yang mempengaruhi secara efektif dan akurat. Berdasarkan latar 

belakang tersebut, permasalahan yang akan dikaji dalam penelitian ini dapat 

dirumuskan sebagai berikut: 
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1. Bagaimana membangun model klasifikasi yang optimal untuk 

memprediksi santri yang berisiko putus sekolah? 

2. Bagaimana tingkat akurasi model prediksi dalam mendeteksi santri yang 

berpotensi putus sekolah? 

1.3 Tujuan Penelitian 

 Tujuan dari penelitian ini adalah. 

1. Menganalisis model klasifikasi prediktif untuk mengidentifikasi santri yang 

berisiko putus sekolah di Pondok Pesantren Sidogiri secara optimal. 

2. Menganalisis tingkat akurasi dan kinerja model prediksi secara optimal 

dalam mengidentifikasi santri yang berpotensi putus sekolah  

1.4 Batasan Masalah 

1. Penelitian ini difokuskan pada santri yang berada di lingkungan Pondok 

Pesantren Sidogiri, Kraton, Pasuruan, Jawa Timur. 

2. Dataset yang digunakan merupakan data santri yang mengalami putus 

sekolah di Pondok Pesantren Sidogiri dalam rentang waktu lima tahun, yaitu 

dari tahun pendidikan 2019 hingga tahun 2023. 

1.5 Manfaat Penelitian 

Manfaat penelitian ini diharapkan memberikan dampak positif:  

1. Memberikan informasi berbasis data yang dapat digunakan oleh pimpinan 

pondok pesantren untuk menganalisis dan mengidentifikasi risiko santri 

yang berpotensi putus sekolah. 
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2. Mengungkap faktor-faktor dominan yang memengaruhi santri mengalami 

putus sekolah. 

3. Mendukung upaya pencegahan dini dengan menyediakan informasi 

berbasis data jumlah santri yang putus sekolah. 
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BAB II 

STUDI LITERATUR 

 

2.1 Studi Literatur 

Bab ini menjelaskan landasan teori  dan argumentasi mendasar penelitian 

dan studi literatur mengenai penelitian yang terkait. Teori dan studi pustaka 

yang dipaparkan mengenai prediksi, pencegahan serta resiko siswa putus 

sekolah 

Hasil studi Kemper et al. (2020) dalam pencegahan siswa putus sekolah 

dinilai sangat baik dan penting untuk sebuah lembaga pendidikan. Dalam 

penelitiannya Kemper et al. (2020) memaparkan temuan studinya dalam kasus 

data statistik pendidikan yang berfokus pada prediskisi deteksi mahsiswa 

dropout  pada fakultas S1 Teknik Sistem (SE). Penelitian itu dilakukasn dengan 

menggunakan data mahasiswa setelah 6 tahun mereka mendaftarkan diri di 

Universitas Kolombia. Metode yang diterapkan untuk mengidentifikasi putus 

sekolah. Random Forest, Decission Tree, Logistik Regression dan Naive Bayes 

untuk menjadi prediksi terbaik. Kami menemukan Decision Tree menghasilkan 

akurasi yang lebih unggul daripada Logistik Regression. Namun, keduanya 

menghasilkan akurasi prediksi sama tinggi. Dalam penelitian ini hasil 

menunjukkan bahwa metode Random Forest  mencapai tingkat yang tinggi 

dengan akurasi 97% setelahnya tiga semester. 

Perez et al. (2018) memaparkan  hasil temuannya dalam sebuah kasus 

pendidikan yang untuk mendeteksi mahasiswa sarjana yang dropout  setelah 6 
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tahun mendaftar di Universitas Kolombia. kemudian, penliti menyajikan unsur 

temuan  terkait kualitas data  untuk meningkatkan  proses pengumpulan data  

siswa. Identifikasi  angka putus sekolah telah menjadi  masalah utama bagi 

Universitas. Inisiatif ini  dirancang oleh Center for Economic Studies (SEDE)  

di University of  the Andes untuk menindaklanjuti masalah  putus sekolah di  

pendidikan tinggi, hingga  menghitung  risiko  desersi  setiap siswa, dan untuk 

mengklasifikasikan siswa ini  berdasarkan kelompok. Inisiatif ini  dapat 

mendukung  evaluasi strategi untuk setiap  situasi yang mempengaruhi putus 

sekolah seperti status siswa,  program akademik dan institusi;   dan  juga 

mempromosikan  konsultasi, konsolidasi, interpretasi, dan  penggunaan  

informasi. Dalam literatur, penelitian telah menyelidiki  temuan  karakteristik 

siswa dan konteksnya yang mempengaruhi keputusannya untuk keluar  dari 

universitas. Dalam penelitian ini menyimpulkan bahwa  putus sekolah  siswa 

sangat terkait dengan tingkat akademik mereka (kinerja kelas dan  

perkembangan intelektual)  dan  integrasi sosial (interaksi kelompok sebaya 

dan  interaksi fakultas) di universitas. Variabel seperti kehadiran siswa  di  kelas  

, jam yang dihabiskan untuk belajar setelah kelas,  pendapatan keluarga,  usia 

ibu  dan pendidikan ibu secara signifikan terkait dengan putus sekolah  siswa. 

Namun,  masih belum ada  konsensus dalam  literatur tentang  penyebab  putus 

sekolah di universitas. Untuk melakukannya, kami memodelkan  putus sekolah 

siswa menggunakan data  yang dikumpulkan dari  database akademik dari 

tahun 2004  hingga 2010. Informasi ini  dapat  digunakan dalam beberapa 

proses pendidikan  seperti memprediksi pendaftaran kursus, memperkirakan 
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tingkat putus sekolah siswa, mendeteksi nilai tipikal dalam transkrip  siswa,   

dan peningkatan  model siswa  yang akan memprediksi karakteristik  atau 

kinerja akademik siswa. Menganalisis data  akademik mahasiswa  (jenis 

kelamin  mahasiswa,  usia mahasiswa,  jurusan kemahasiswaan,  nilai sma,  

dosen bergelar dosen,  dan lain-lain) membangun  model klasifikasi 

menggunakan  metode pohon   keputusan untuk meningkatkan  kualitas sistem 

pendidikan tinggi.  Melakukan studi kasus di mana mereka menggunakan  

teknik pembelajaran mesin untuk memprediksi keberhasilan siswa  

menggunakan fitur yang  diambil dari catatan akademik pra-universitas  siswa. 

Hasil eksperimen kami menunjukkan bahwa AUC terbaik dicapai dengan 

random forest, dari awal semester ketiga pendaftaran kami mendapatkan 0,91 

AUC hingga semester lalu, di mana model memberikan AUC 0,97. Empat fitur 

diperlukan (Semester, Rata-rata SE,  Gagal SE, IPK) untuk mencapai akurasi 

ini. Ini menyiratkan bahwa kursus yang terkait dengan SE memiliki dampak 

terbesar dalam prediksi putus sekolah. 

Sani et al. (2020) berkonsentrasi pada prediksi nilai akhir atau Cumulative 

Grade Point Average (CGPA) mahasiswa dengan memanfaatkan algoritma 

klasifikasi, dia memprediksi performa mahasiswa yang mengikuti kurus online 

dan memprediksi siswa tingkat Sekolah Mengah Atas yang berisiko tidak lulus 

tepat waktu. Seperti yang informasi statistik Pendidikan Tinggi, dari tahun 

2011 hingga 2015, jumlah siswa yang masuk untuk program sarjana di 

Universitas Negeri Malaysia adalah lebih dari 85.000 siswa setiap tahunnya. 

Beban keuangan yang harus dibayar keluarga akan bertambah karena 
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pendidikan siswa jika mereka tidak lulus sekolah. Dalam penelitian ini. Peneliti 

mengkomparasikan tiga model tersebut menunjukkan bahwa model yaitu 

Decision Tree, Neural Network  dan Random Forest. Namun demikian, ada 

perbedaan yang signifikan secara statistik dalam kinerja antara metode itu, 

namun tidak ada perbedaan yang mencolok secara statistik antara model 

Random Forest dan model Artificial Neural Network. Metode Neural Network 

merupakan model terbaik dalam memprediksi jumlah siswa putus sekolah pada 

penelitian ini dengan akurasi 95.93%.  Penelitian ini memiliki tujuan untuk 

melakukan membandingkan model Mechine learning dalam memprediksi 

mahasiswa, khususnya pada program sarjana di Universitas Negeri Malaysia. 

Penelitian ini sangat penting karena dilakukan untuk memprediksi sedini 

mungkin untuk mencegah siswa meninggalkan studi Pendidikan merek. 

Metode klasifikasi memainkan peran penting dalam prediksi dunia pendidikan, 

terutama dalam memprediksi kinerja akademik siswa, baik di sekolah maupun 

perguruan tinggi. Hasilnya dapat membantu guru untuk mengidentifikasi siswa 

yang berisiko putus sekolah dan memeriksa kesejahteraan mereka. Model 

dengan akurasi yang cukup tinggi akan digunakan dalam sistem untuk 

mencegah secara  dini sebagai upaya mendeteksi siswa yang berisiko putus 

sekolah  

Menurut Hegde et al. (2016) memprediksi putus sekolah mahasiswa sarjana 

merupakan tantangan besar dalam sistem pendidikan. Penemuan pengetahuan 

tersembunyi dapat digunakan untuk perencanaan akademik yang lebih baik dan 

prediksi awal siswa putus sekolah. Keputusan siswa untuk keluar dari program 
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akan mempengaruhi organisasi, masyarakat dan pembangunan bangsa. 

Meskipun banyak fakultas tertarik untuk memotivasi mahasiswanya  untuk 

mencapai tujuan kelulusan mereka, disebabkan volume penerimaan mahasiswa 

yang sangat besar, fakultas tidak dapat menjangkau masing-masing 

mahasiswa. Jadi mengenal karakter mahasiswa dalam keberagaman adalah 

sebuah tantangan. Mahasiswa yang dropout dapat dideteksi sebelum bertindak, 

dengan menerapkan teknik klasifikasi Educational Data Mining. Dalam 

penelitiannya, berbagai teknik penyeimbangan data telah digunakan untuk 

meningkatkan akurasi prediksi dalam kelas dengan mempertahankan performa 

klasifikasi keseluruhan. Dalam penelitian ini data diambil dengan melakukan 

survei mahasiswa sarjana. Kuesioner survei disiapkan secara terpisah untuk 

mahasiswa S1 semester I dan Semester III. Kuisioner S1 Semester III berfokus 

pada emosional, CGPA Semester I dan Semester II, status kehadiran, tindakan 

kedisiplinan, dan jumlah mata kuliah yang gagal, latar belakang dan hubungan 

keluarga, akses media sosial dan kemampuan individu mahasiswa dianggap 

sebagai atribut utama dalam kumpulan data. Teknik preprocessing data 

memungkinkan konversi set data asli ke format algoritma Mechine Learnig 

yang dapat digunakan ketika data dikumpulkan dari metode survei. Metode 

dengan akurasi yang tinggi menggunakan metode SVM untuk klasifikasi 

sebesar 90,24%.  

Penelitiannya Hoe et al. (2013)  membahas tentang teknik data mining yang 

digunakan untuk mengidentifikasi variabel signifikan untuk mempengaruhi 

mahasiswa. Masalah siswa putus sekolah karena kinerja akademik yang buruk 
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pada awal tahun pertama pendaftaran di  universitas. Data demografi siswa dan 

prestasi akademik masa lalu kemudian digunakan untuk mempelajari pola 

akademik. Pemodelan data dan alat penambangan yang digunakan untuk 

mengidentifikasi korelasi paling signifikan dari variabel yang terkait dengan 

keberhasilan akademik berdasarkan data  kinerja siswa sepuluh tahun terakhir. 

Penelitian ini dilakukan di Sekolah Tinggi Teknologi Informasi, Universitas 

Tenaga Nasional. Mahasiswa yang putus sekolah akibat prestasi akademik 

yang buruk dapat terjadi pada awal tahun pertama pendaftaran. Seberapa akurat 

prediksi mereka terkait dengan kinerja aktual siswa sepanjang kehidupan 

akademis mereka. Penelitian melihat secara detail perspektif data mining 

dalam memprediksi prestasi akademik siswa. Ini adalah penambangan data 

yang digunakan sebagai teknik dalam  membantu manusia untuk 

mengekstraksi informasi (pengetahuan) yang berguna. Beberapa penelitian 

telah dilakukan untuk memprediksi kinerja siswa berdasarkan data kinerja 

masa lalu. Membandingkan dua teknik data mining yaitu Jaringan Syaraf 

Tiruan (JST) dan kombinasi teknik klasifikasi Clustering dan Decision Tree 

untuk memprediksi dan mengklasifikasikan kinerja akademik siswa. Meskipun 

tidak ada hasil yang dipublikasikan, penelitian mereka mencoba untuk 

mengidentifikasi teknik prediksi dan klasifikasi yang terbaik dan akurat. 

Metode yang  digunakan adalah Algoritma CHAID dan Hasilnya menunjukkan 

akurasi 70,17 % 

Penelitian ini dilakukan Utari et al. (2020) dan hasil analisis studi kasus 

pada pendidikan, dengan menganalisis data menggunakan teknik data mining. 



14 
 

 

Penulis menggunakan metode klasifikasi, yang berfokus pada prediksi dropout  

mahasiswa sarjana dan diploma. Menganalisis data dalam jumlah besar adalah 

salah satu tugas yang paling sulit bagi kebanyakan orang. Reputasi universitas 

diukur berdasarkan persentase mahasiswa pascasarjana dan bagaimana strategi 

universitas untuk menjaga siswa dari dropout. Pada penelitian ini dipilih 

metode Random Forest yang termasuk supervised learning untuk digunakan 

dalam proses pembentukan model prediksi dropout. Dataset yang digunakan 

untuk membangun model dalam penelitian ini adalah dataset balanced, 

sehingga permasalahan kelas balanced akan diselesaikan dengan metode 

oversampling. Ada 32 atribut dalam dataset yang akan digunakan. Kegiatan ini 

dilakukan berulang-ulang karena banyak data duplikat. Selanjutnya adalah 

membangun model klasifikasi dropout dengan menggunakan teknik klasifikasi 

penambangan data yang disertai dengan metode Random Forest dan teknik 

dataset balanced yaitu SMOTE. Model klasifikasi dibangun menggunakan data 

training yang selanjutnya akan digunakan sebagai pembelajaran pada data 

testing yang telah ditentukan sedemikian rupa pada bagian sebelumnya. 

Sebagai hasil penelitian, Random Forest disertai dengan SMOTE dapat 

memberikan hasil  yang terbaik dengan akurasi sebesar 93,43%. Hasil utama 

penelitian ini juga dapat digunakan untuk mengurangi tingkat dropout dengan 

memprediksi potensi siswa putus sekolah dan mengidentifikasi faktor-faktor 

terkait 

Dalam penelitian ini Timaran et al. (2017) mengidentifikasi pola putus 

sekolah siswa dari sosial ekonomi, akademik, disiplin dan kelembagaan. 
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Dataset yang digunakan adalah data  siswa dari program sarjana di Universitas 

Narino dari Pasto kota (Kolombia) dengan  menggunakan teknik data mining. 

Data diambil dari periode semester pertama tahun 2004 dan yang semester 

kedua tahun 2006 lengkap dianalisis Tiga kelompok dengan sebuah periode 

pengamatan enam tahun sampai dengan tahun 2011. Sosial ekonomi dan profil 

putus sekolah mahasiswa akademik ditemukan menggunakan teknik klasifikasi 

berdasarkan Decision Tree. Dalam penelitian ini metode Decision Tree 

memprediksi dengan menghasilkan akurasi yang  tinggi yaitu 80%.  

Penelitian Harwati et al. (2016) menjelaskan bahwa salah satu teknik data 

mining adalah teknik klasifikasi yang merupakan teknik pembelajaran untuk 

memprediksi nilai. Beberapa teknik yang diujicoba dalam klasifikasi dan 

estimasi juga dapat digunakan secara tepat untuk prediksi. Data dengan 

distribusi non-linier biasanya dapat didefinisikan sebagai fungsi yang 

memetakan fitur data dari dimensi awal (rendah) ke fitur lain dengan dimensi 

yang lebih tinggi (bahkan jauh lebih tinggi).  Namun, banyak siswa yang putus 

sekolah karena tidak dapat menyelesaikan studinya tepat waktu. Variabel yang 

mempengaruhi kasus dropout belum diteliti. Tujuan dari penelitian ini adalah 

untuk menemukan tingkat akurasi yang paling tinggi di antara kedua metode 

yang digunakan, yaitu algoritma Naïve Bayes dan Support Vector Machines. 

Metode dengan akurasi tertinggi akan diketahui dari bentuk pola dan parameter 

setiap atribut yang paling berpengaruh terhadap lama studi mahasiswa. Hasil 

penelitian menunjukkan bahwa metode dengan akurasi tertinggi adalah 

Algoritma Naïve Bayes dengan tingkat akurasi 80,67%. Pembahasan makalah 
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ini difokuskan pada variabel-variabel yang mempengaruhi masa studi 

mahasiswa.  

Fernandez et al. (2021) berpandangan bahwa kesulitan mengakses data 

pribadi dan masalah privasi yang ditimbulkannya, memaksa institusi untuk 

mengandalkan data akademik siswa. Pada akhirnya mereka membuat sistem 

prediksi yang akurat dan andal. Dengan demikian, Rekayasa Fitur dan 

Rekayasa Instans seperti menangani redundans, signifikansi fitur, korelasi, 

fitur kardinalitas, nilai yang hilang, pembuatan atau penghapusan fitur, fusi 

data, penghapusan instance yang tidak berguna, binning, resampling, 

normalisasi, atau pengkodean diterapkan secara detail sebelum pembangunan 

model terkenal seperti Gradient Boosting, Random Forest, dan Support Vector 

Machine beserta Ensemble-nya pada tahapan yang berbeda: sebelum 

pendaftaran, pada akhir semester pertama, pada akhir semester kedua, akhir 

semester ketiga, dan akhir semester keempat. Pendekatan berbeda muncul 

ketika mechine learning digunakan untuk membangun model prediktif yang 

mengantisipasi siswa putus sekolah sesuai dengan jenis data yang digunakan . 

Ini berarti bekerja keras pada preprocessing data, Rekayasa Fitur, Rekayasa 

Instance, dan pembuatan model, serta validasi yang tepat untuk mendapatkan 

model prediksi yang akurat dan andal yang berfungsi sebagai sistem 

pengambilan keputusan, oleh sebab itu kontribusi utama dari makalah ini 

terletak pada kemungkinan menentukan probabilitas putus sekolah siswa pada 

berbagai tahap merupakan kunci pendidikan tinggi mulai dari bagian paling 

awal sebelum pendaftaran di universitas hingga semester keempat. Melalui 
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berbagai model prediksi yang saling berhubungan. Makan hasil evaluasinya 

menunjukkan bahwa algoritma Support Machine Vector memiliki akurasi 

paling tinggi sebesar 90,87% dari lainnya.  

Penelitian ini menggunakan algoritma Extreme Learning Machine, metode 

pembelajaran Neural Network dan algoritma Support Vector Machine untuk 

perbandingan tingkat akurasi menggunakan data yang sama. Oleh karena itu, 

perlu untuk mempelajari atau memprediksi putus sekolah siswa sehingga dapat 

digunakan sebagai informasi yang berguna untuk memperkirakan tingkat putus 

sekolah siswa di tahun mendatang serta mampu mengurangi tingkat putus 

sekolah siswa. Menurut Sa’ad et al (2020) Beberapa algoritma klasifikasi 

penambangan data telah digunakan untuk memprediksi perilaku siswa yang 

berpotensi dropout termasuk Decision Tree, Naural Network, Naive Bayes, 

Learning berbasis instance, Regression Logistik, Support Vector Machine, K-

Nearest Neighbor, Rapidminer, dan Extreme Learning Machines. Metode yang 

digunakan untuk memprediksi penelitian yang akan dilakukan adalah dengan 

menggunakan Extreme Learning Machine (ELM) dengan akurasi 72 % lebih 

unggul dari pada Support Vector Machine yang hanya dapat akurasi 63%. 

2.2 Kerangka Teori  

Data pada tabel 2.1 menunjukkan hasil studi literatur beberapa jurnal. Maka 

dapat ditemukan metode yang memiliki akurasi tinggi yang nantinya akan 

dibuat metode pada pembahasan Bab 3. Terdapat banyak metode yang 

diperoleh hanya saja akan diambil dua metode untuk dibuat penelitian 

selanjutnya 



18 
 

 

Tabel 2. 1 Kerangka  Teori 

Input Proses Output 

● Examinatio

ns 

● Average 

rades Social 

● Students 

Attendance 

In Class 

● Family 

Income 

● Mother's 

education 

● Mother's 

age 

● Cost 

● Academic 

● Disciplinary 

Issues 

● Health 

Issue 

Random Forest, Accuracy = 95.00% 

Student’s 

Dropout 

Random Forest, Accuracy = 97.00% 

Neural Network, Accuracy= 95,86%. 

Support Machine Vector,  Accuracy= 

90.24% 

CHAID, Accuracy=70.17% 

Random Forest, Accuracy= 93.43% 

Decision Tree, Accuracy = 80.00 % 

Naive Bayes,  Accuracy = 80,67% 

Support Machine Vector, Accuracy = 

90,87% 

Extreme Learning Machine, Accuracy 

= 72% 

 

Hasil Studi literarur terlihat pada Theoretical Framework sudah bisa dilihat 

diantara banyaknya metode yang muncul  akan diseleksi satu metode saja untuk 

dibuat rujukan dalam penelitian selanjutnya. Untuk memprediksi siswa putus 

sekolah terdapat input yang begitu beragam dan metode yang juga beragam, 

namun dari banyaknya metode yang ditemukan metode Random Forest yang 

akurasinya paling tinggi.   
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Tabel 2. 2 Daftar Jurnal Penelitian Terdahulu 

No Nama Penulis 
& Tahun 

Metode Judul Jurnal Akurasi 

1 
Kemper et al. 

(2020) 

Random 

Forest 

Predicting Student 

Dropout: A Machine 

Learning Approach.” 

European Journal of 

Higher Education 

95% 

2 
Perez et al. 

(2018) 

Random 

Forest 

Predicting Student 

Drop-Out Rates 

Using Data Mining 

Techniques: A Case 

Study 

 

97% 

3 
Sani et al. 

(2020) 

Neural 

Network 

Drop-Out Prediction 

in Higher Education 

Among B40 Students 

95,86%. 

4 Hegde ( 2016) SVM 

Dimensionality 

Reduction Technique 

for Developing 

Undergraduate 

Student Dropout 

Model Using 

Principal Component 

Analysis through R 

Package 

90.24% 

5 
Hoe et al. 

(2013) 
CHAID 

Analyzing Students 

Records to Identify 

Patterns of Students’ 

Performance 

70.17% 
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6 
Utari et al. 

(2020) 

Random 

Forest 

Implementation of 

Data Mining for 

Drop-Out Prediction 

Using Random 

Forest Method 

93.43% 

7 
Timaran et al 

(2017) 

Decision 

Tree 

Application of 

Decision Trees for 

Detection of Student 

Dropout Profiles 

80.00 % 

8 
Harwati et al. 

(2016) 
Naive Bayes 

Drop out Estimation 

Students Based on 

the Study Period: 

Comparisonbetween 

Naïve Bayes and 

Support Vector 

Machines Algorithm 

Methods. 

80,67% 

9 
Fernandez et 

al. (2021) 

Support 

Machine 

Vector 

A Real-Life Machine 

Learning Experience 

for Predicting 

University Dropout 

at Different Stages 

Using Academic 

Data 

90,87% 

10 
Sa’ad et al. 

(2020) 

Extreme 

Learning 

Machine 

(ELM) 

Student Prediction of 

Drop Out Using 

Extreme Learning 

Machine (ELM) 

Algorithm 

72% 

 



21 
 

 

 Berdasarkan rangkuman pada tabel 2.2  hasil penelitian sebelumnya, 

terlihat bahwa berbagai metode machine learning telah digunakan dalam 

memprediksi risiko putus sekolah, dengan performa yang bervariasi 

bergantung pada karakteristik dataset. Metode Random Forest muncul sebagai 

salah satu teknik dengan performa paling konsisten dan akurat. Kemper et al. 

(2020) memperoleh akurasi 95%, Perez et al. (2018) mencapai 97%, dan Utari 

et al. (2020) melaporkan akurasi 93,43%, menguatkan bahwa Random Forest 

memiliki kemampuan yang sangat baik dalam menangani data beragam, fitur 

kompleks, dan struktur non-linear. 

Metode lain seperti Neural Network (Sani et al., 2020) dengan akurasi 

95,86% dan Support Vector Machine (SVM) Hegde, (2016), Fernandez et al., 

(2021) dengan akurasi 90,24% dan 90,87% juga menunjukkan performa tinggi, 

namun cenderung membutuhkan tuning parameter yang lebih kompleks serta 

sensitif terhadap skala dan distribusi data. Sementara itu, metode yang lebih 

sederhana seperti CHAID Hoe et al., (2013) dan Decision Tree Timaran et al. 

( 2017) menunjukkan akurasi lebih rendah, masing-masing 70,17% dan 

80,00%, menandakan keterbatasannya dalam menangkap pola data yang lebih 

rumit. Hal serupa juga terlihat pada metode Naive Bayes Harwati et al., (2016) 

dan Extreme Learning Machine (ELM) Sa’ad et al., (2020) yang mencatat 

akurasi 80,67% dan 72%, sehingga kurang kompetitif dibanding algoritma 

berbasis ensemble. 

Secara keseluruhan, data ini menunjukkan bahwa Random Forest 

merupakan metode yang paling unggul dan stabil dalam memprediksi risiko 
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putus sekolah karena mampu mengatasi overfitting, bekerja optimal pada 

dataset dengan banyak variabel, serta memberikan hasil yang konsisten pada 

berbagai penelitian. Temuan ini mendukung pemilihan Random Forest sebagai 

metode utama dalam penelitian untuk memprediksi santri berisiko putus 

sekolah. 
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BAB III 

METODE PENELITIAN 

 

Bab ini menjelaskan langkah-langkah yang akan dilakukan dalam 

penelitian ini. Tahapan yang disebutkan meliputi tahap pengumpulan data, pra-

pemrosesan data, pembuatan model klasifikasi dan uji kasus yang akan 

diimplementasikan dalam penelitian. 

3.1 Prosedur Penelitian 

Langkah-langkah atau prosedur dalam penelitian ini dipaparkan pada 

gambaran umum penelitian seperti pada diagram di bawah ini: 

Gambar 3. 1 Prosedur Penelitian 
 

Pada gambar 3.1 Prosedur penelitian mepaparkan desain penelitian, 

langkap pertama Studi Literatur untuk mengumpulkan referensi dalam 

memahami konteks dan teori dasar penelitian, kemudian Data Collection, 
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untuk analisis atau eksperimen dilanjut Desain Sistem sebagai rancangan 

sistem atau model yang akan diuji serta Eksperimen untuk menguji dan melihat 

kinerjanya dan Implementasi, menerapkan hasil eksperimen sedangkan proses 

terakhir adalah diskusi & kesimpulan untuk menganalisis hasil dan menarik 

kesimpulan untuk penelitian lebih lanjut.  

3.2 Pengumpulan Data 

Tahapan dalam metode pengumpulan data pada penelitian ini 

menggunakan beberapa atribut yang relevan dengan permasalahan yang 

diteliti. Data yang digunakan dalam penelitian ini merupakan data primer. 

Pengumpulan data primer diperoleh dari hasil pengumpulan data (data 

collecting) pada bagian data center Pondok Pesantren Sidogiri, berupa data 

santri yang mengalami putus sekolah. 

Penggunaan data primer memungkinkan peneliti untuk memperoleh data 

yang bersifat faktual dan akurat sehingga dapat digunakan untuk mendukung 

penelitian ini secara langsung. 

Setelah data dikumpulkan, peneliti melakukan proses normalisasi data 

untuk menjadikan data lebih konsisten dan terstruktur. Proses normalisasi 

bertujuan untuk memastikan bahwa data yang digunakan tidak mengandung 

redundansi (pengulangan data) dan inkonsistensi, serta memastikan dataset 

tersusun dalam bentuk tabel yang efisien dan meminimalkan duplikasi data. 

Berdasarkan hasil pengumpulan dan pengolahan data tersebut, peneliti 

memperoleh sebanyak 1.763 data santri putus sekolah yang berasal dari 

berbagai kelas dan jenjang pendidikan. Data tersebut memiliki latar belakang 
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pendidikan dan sosial yang beragam, dengan rentang usia mulai dari 9 tahun 

hingga 35 tahun, serta berasal dari berbagai kondisi ekonomi, baik dari 

kalangan tidak mampu maupun kalangan mampu. 

Dataset yang telah diperoleh selanjutnya digunakan sebagai objek 

penelitian, dengan format dan atribut data sebagaimana ditampilkan pada tabel 

berikut. 

Tabel 3. 1 Daftar Atribut Dataset Santri Putus sekolah 

No Atribut Tipe Data Keterangan 
1 no. urut Numeric ≥ 0 
2 no. registrasi Numeric ≥ 0 
3 alamat Text Character 
4 asrama santri Text Character 
5 interaksi teman asrama Numeric ≥ 0 
6 tingkatan Numeric ≥ 0 
7 kelas Numeric ≥ 0 
8 interaksi teman kelas Numeric ≥ 0 
9 taanggal registrasi Numeric 09/9/999 
10 umur Numeric ≥ 0 
11 jumlah anggota keluarga Numeric ≥ 0 
12 pendidikan ayah Numeric ≥ 0 
13 pekerjaan ayah Numeric ≥ 0 
14 pendapatan ayah Numeric ≥ 0 
15 pendidikan Ibu Numeric ≥ 0 
16 pekerjaan ibu Numeric ≥ 0 
17 pendapatan ibu Numeric ≥ 0 
18 pembayaran santri Numeric ≥ 0 
19 jarak rumah Numeric ≥ 0 
20 lama mondok Numeric ≥ 0 
21 gagal kelas Numeric ≥ 0 
22 kesehatan Numeric ≥ 0 
23 kehadiran Numeric ≥ 0 
24 jam belajar Numeric ≥ 0 
25 tempat tinggal Text Character 
26 perguruan Tinggi Text Character 
27 status Text Lulus, Putus Sekolah 
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Tabel 3.1 memaparkan atribut dengan detail sedangkan pengkategorian 

atribut dataset terdapat variabel Independen dan Dependen diuraikan pada tabel 

3.2 

3.2.1. Data Engineering 

Tahap Data Engineering pada penelitian ini dilakukan dengan menerapkan 

serangkaian transformasi teknis untuk mengoptimalkan dataset yang terdiri 

dari 26 atribut independen dan satu variabel dependen. Proses diawali dengan 

reduksi dimensi melalui penghapusan atribut identitas seperti no. urut, no. 

registrasi, dan date registrasi yang tidak memiliki nilai korelasi terhadap target 

prediksi, disusul dengan imputasi data untuk menangani nilai kosong pada fitur 

sensitif seperti pendapatan dan pekerjaan orang tua. Selanjutnya, dilakukan 

transformasi fitur kategorikal menggunakan teknik Encoding untuk mengubah 

data tekstual seperti alamat dan asrama santri menjadi format numerik, serta 

penerapan skalasi fitur pada variabel kontinu seperti umur dan jarak rumah 

guna menyeimbangkan rentang nilai antar atribut. Seluruh rangkaian proses ini 

diakhiri dengan pembagian dataset   untuk memastikan model Random Forest 

mendapatkan asupan data latih yang komprehensif sebelum dilakukan 

pengujian pada data uji. 
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Tabel 3. 2 Variabel Independen dan Dependen 

Pada tebal 3.2 setelah melalui tahap seleksi awal, dataset direduksi menjadi 

23 atribut yang memiliki korelasi fungsional terhadap variabel dependen. 

Atribut yang bersifat identitas dihapus untuk menghindari bias. Dataset akhir 

ini kemudian diklasifikasikan ke dalam tiga kategori utama: profil demografi, 

indikator ekonomi keluarga, dan performa perilaku santri, yang selanjutnya 

diproses melalui teknik encoding dan feature extraction untuk menghasilkan 

model prediksi yang akurat 

 

No Atribut Tipe Variabel 
1 asrama santri Independent 
2 interaksi teman asrama Independent 
3 tingkatan Independent 
4 kelas Independent 
5 interaksi teman kelas Independent 
6 umur Independent 
7 jumlah anggota keluarga Independent 
8 pendidikan ayah Independent 
9 pekerjaan ayah Independent 
10 pendapatan ayah Independent 
11 pendidikan ibu Independent 
12 pekerjaan ibu Independent 
13 pendapatan ibu Independent 
14 pembayaran santri Independent 
15 jarak rumah Independent 
16 lama mondok Independent 
17 gagal kelas Independent 
18 kesehatan Independent 
19 kehadiran Independent 
20 jam belajar Independent 
21 tempat tinggal Independent 
22 perguruan tinggi Independent 
23 status Dependent 
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3.3 Desain Sistem 

Pada tahapan desain sistem secara rinci membahas bagaimana dataset santri 

putus sekolah (Dropout) dikelola, dilatih  dan ujicoba serta mengavaluasi 

metode dengan beberapa langkah seperti pada gambar 3.2.  

 
Gambar 3. 2 Desain Sistem 

Pada gambar 3.2 Dataset santri dimasukkan sebagai input ke dalam sistem. 

Dataset kemudian akan diproses dan dibagi menjadi dua bagian, yaitu data 

pelatihan (training set) dan data pengujian (testing set). Setelah pembagian 

data, variabel-variabel dalam dataset diidentifikasi sebagai variabel X dan Y. 

variabel X untuk prediksi sedangkan Y sebagai target atau label yang ingin 

diprediksi oleh model. Proses Pemodelan dilakukan dengan model Random 

Forest dan Decision Tree. Hasil prediksi akan dievaluasi kembali 

menggunakan metrik dan  evaluasi model untuk memastikan bahwa model 

bekerja dengan baik. Berdasarkan hasil evaluasi, sistem akan menghasilkan 

keputusan akhir, yaitu Putus sekolah yang berarti hasil akhir dari klasifikasi 

atau prediksi. Terdapat dua pilihan keputusan: “Putus sekolah” atau “Lulus”. 
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Dataset berisi data santri yang mencakup berbagai fitur (variabel X) seperti 

usia, latar belakang ekonomi, nilai akademik, kehadiran, dll., serta label target 

(Y), misalnya: lulus atau putus sekolah. 

3.4 Implementasi Sistem 

Implementasi model klasifikasi dalam penelitian ini dilakukan 

menggunakan bahasa pemrograman Python melalui platform Google 

Colaboratory (Colab). Pemilihan Google Colab didasarkan pada ketersediaan 

sumber daya komputasi berbasis cloud yang memungkinkan proses eksekusi 

algoritma dilakukan secara efisien tanpa terkendala spesifikasi perangkat keras 

lokal. Selain itu, platform ini memudahkan integrasi dengan berbagai pustaka 

open-source yang mendukung pengolahan data dan machine learning. 

Proses implementasi perangkat lunak dibagi menjadi beberapa tahapan 

teknis sebagai berikut: 

  Environment sistem dikembangkan dengan memanfaatkan pustaka utama 

Python, antara lain: 

1. Pandas & NumPy: Digunakan untuk manipulasi struktur data tabel 

dan operasi matriks pada dataset santri. 

2. Scikit-Learn (Sklearn): Digunakan sebagai pustaka utama untuk 

implementasi algoritma Random Forest dan Decison Tree, proses 

data splitting, hingga kalkulasi metrik evaluasi. 

3. Matplotlib & Seaborn: Digunakan untuk visualisasi data, termasuk 

pembuatan grafik Confusion Matrix dan kurva ROC. 
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3.5 Eksprerimen 

Tahap uji coba dalam penelitian ini dilakukan untuk mengevaluasi 

efektivitas metode klasifikasi yang diterapkan serta memastikan bahwa model 

yang dibangun memiliki tingkat akurasi yang tinggi dalam mendeteksi target 

prediksi. Proses eksperimen ini difokuskan pada pengukuran performa model 

melalui metrik evaluasi yang komprehensif, meliputi nilai akurasi, recall, dan 

presisi. Melalui pengujian ini, algoritma dilatih untuk mengenali pola dalam 

dataset sehingga mampu memberikan hasil prediksi yang optimal sesuai 

dengan tujuan penelitian. 

Dalam penelitian ini, peneliti menerapkan studi komparatif dengan 

membandingkan dua algoritma berbasis pohon keputusan, yaitu Random 

Forest dan Decision Tree. Untuk mendapatkan hasil pengujian yang objektif 

dan konsisten, eksperimen dilakukan dengan membagi dataset ke dalam empat 

kategori rasio data latih (training set) dan data uji (testing set) sebagai berikut: 

 
Tabel 3. 3 Pembagian Rasio Dataset 

Metode 1 Metode 2 Skenario Rasio Data Latih Data Uji 

Random 

Forest 

Decision 

Tree 

1 90:10 1586 178 

2 80:20 1411 353 

3 70:30 1234 530 

4 60:40 1058 706 

Masing-masing data percobaann data training pada tabel 3.3 memiliki 

jumlah yang berbeda yang mempengaruhi prediksinya, ujicoba data training 

pertama, 60 data yang disiapkan 1058 dari 1763 data yang ditraining, kemudian 

uji coba kedua dengan 70 data lahit dan data yang tersedia 1234 dari dari 
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dataset 1763, data kategori, 80 dengan jumlah data 1411 dari total seluruh 

dataset training, dan data kategori latih level terakhir, 90 dengan jumlah data 

1586, persentase data training tentunya mempengaruhi hasil prediksinya, karna 

pengunnaan jumlah data latih juga berefek pada hasilnya, rincian hasil ujicoba 

data latih metode Random Forest sebagai berikut. 

3.4.1 Model Random Forest 

Langkah memulai Metode Random Forest dengan melatih atau membuat 

pohon tree dari dataset yang sudah memiliki kelas, pohon-pohon inilah yang 

akan menjadi bagian dari Random Forest yang akan digunakan untuk tahap 

klasifikasi, selanjutnya algoritma akan memilih sampel acak dari dataset yang 

telah ada yang akan digunakan pada tahap identifikasi, data yang telah dipilih 

diklasifikasikan oleh seluruh pohon yang telah dibuat, kemudian akan 

didapatkan hasil predikasi dari setiap Decision Tree sehingga membentuk 

pohon keputusan pada metode Random Forest.   

Dataset santri sebagai input ke dalam sistem. Dataset ini akan diolah untuk 

membentuk data pelatihan (training set) dan data uji (test set), Random Forest 

menggunakan teknik bootstrap sampling pada data pelatihan. Dalam bootstrap 

sampling, beberapa subset data diambil secara acak  dari training set dan setiap 

subset ini akan menjadi data pelatihan yang berbeda untuk masing-masing 

decision tree. voting, hasil dari setiap decision tree dikumpulkan, dan 

keputusan akhir diambil berdasarkan mayoritas sebgai prediksi 
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Pohon keputusan dimulai dengan cara menghitung nilai entropy setiap 

Atribut sebagai penentu tingkat ketidakmurnian atribut dan nilai information 

gain. Untuk menghitung nilai entropy digunakan rumus seperti pada persamaan 

1, sedangkan nilai information gain menggunakan persamaan 2 (K. Schouten, 

2016) 

     (3.1) 

Dimana S adalah himpunan kasus dan p(i|S) merupakan proporsi nilai 

S terhadap kelas i. 

  (3.2) 

Dimana Values (t) merupakan semua nilai yang mungkin dalam himpunan 

kasus t. Sv adalah subkelas dari S dengan kelas v yang berhubungan dengan 

kelas t. St adalah semua nilai yang sesuai dengan t 

3.4.2 Model Decision Tree 

Sebagai pemanding proses pemodelan prediksi santri putus sekolah  

peneliti menggunakan Decision Tree. Prosedur dalam metode Decision Tree 

diawali dengan mengalkulasi nilai Entropy total. Langkah tersebut diikuti 

dengan penghitungan Entropy pada masing-masing atribut. Setelah parameter 

tersebut diperoleh, tahap selanjutnya adalah menentukan nilai Information 

Gain untuk setiap atribut tersebut, tahap ini terus dilakukan berulang kali 

sampai semua atribut dilakukan dan membentuk beberapa node pohon 

keputusan. Dimana hasil perhitungan dapat dilihat pada rumus berikut: 
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Entropy (S) = ∑ 𝑛!
"#$ − 𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖     (3.3) 

Gain(S,A)   = Entropy (S) ∑!"#$ − |&"|
|&"|

* Entropy (Si)  (3.4) 
Keterangan: 

S : Himpunan kasus 

n : Jumlahh partisi S 

Pi : Proporsi dari Si terhadap S 

A : Atribut 

n : Jumlah partisi atribut A 

|Si| : Jumlah kasus pada partisi ke-i 

|S| : Jumlah kasus dalam S 

 

Pada persiapan awal ditentukan atribut yang digunakan kemudian 

melakukan uji atribut dengan mencari nilai Gain tertinggi berdasarkan 

perhitungan entropy dari masing-masing atribut. Apabila ditemukan gain 

tertinggi maka gain tersebut akan menjadi root awal. Selanjutnya dilakukan 

penentuan cabang dengan cara yang sama dengan melihat gain tertinggi dari 

tiap hasil partisi  

3.6 Pengukuran Performa Model 

Pengukuran performa merupakan tahapan krusial dalam siklus 

pengembangan model machine learning untuk mengevaluasi kualitas, 

efektivitas, serta tingkat keberhasilan model klasifikasi dalam memprediksi 

data secara akurat. Evaluasi ini bertujuan untuk memastikan bahwa model tidak 

hanya memiliki akurasi yang tinggi pada data training, tetapi juga memiliki 

kemampuan kemampuan beradaptasi yang baik saat dihadapkan pada data baru 

(unseen data). Pada penelitian ini, evaluasi dilakukan secara komprehensif 
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menggunakan dua pendekatan utama, yaitu Confusion Matrix dan Area Under 

the Curve - Receiver Operating Characteristic  

3.6.1 Confusion Matrix 

Confusion Matrix merupakan instrumen evaluasi berbentuk tabel 

kontingensi yang digunakan untuk memvisualisasikan kinerja algoritma 

klasifikasi dengan membandingkan nilai aktual dari dataset terhadap nilai hasil 

prediksi model. Matriks ini menyediakan informasi detail mengenai sebaran 

prediksi yang dilakukan oleh model ke dalam empat kategori utama: 

Tabel 3. 4  Confusion Matrix 

Prediksi 
Aktual 

Positif Positif 

Positif TP FP 

Negatif FN TN 

 

Berdasarkan tabel 3.4 Confusion Matrix, beberapa metrik performa dapat 

dihitung. Akurasi model, yang merupakan perbandingan antara prediksi yang 

benar dengan total prediksi  

4. True Positive (TP): Merupakan jumlah data positif yang berhasil 

diprediksi secara tepat oleh model sesuai dengan kelas aktualnya. 

5. True Negative (TN): Merupakan jumlah data negatif yang berhasil 

diprediksi secara tepat oleh model sesuai dengan kelas aktualnya. 

6. False Positive (FP): Merupakan jumlah data negatif yang salah 

diprediksi sebagai data positif (dikenal sebagai Kesalahan Tipe I). 
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7. False Negative (FN): Merupakan jumlah data positif yang salah 

diprediksi sebagai data negatif (dikenal sebagai Kesalahan Tipe II). 

Melalui parameter tersebut, penelitian ini dapat mengukur performa model 

secara lebih objektif melalui berbagai metrik turunan seperti Accuracy, 

Precision, Recall (Sensitivitas), dan F1-Score. Hal ini sangat penting untuk 

mendeteksi apakah model memiliki kecenderungan bias terhadap salah satu 

kelas tertentu seperti penjelasn tabel 3.5 

Tabel 3. 5 Rumus Evaluasi Performa Metode 

Performance Metric Rumus 

Akurasi 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 × 100 

Recall 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 × 100 

Presisi 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 × 100 

Berdasarkan empat parameter dasar dalam Confusion Matrix (TP, TN, FP, 

dan FN), dilakukan penghitungan metrik performa guna mendapatkan hasil 

evaluasi yang komprehensif. Pengukuran tidak hanya berfokus pada Akurasi 

sebagai nilai global, tetapi juga melibatkan Recall untuk melihat kemampuan 

model mendeteksi kelas target, serta Presisi untuk mengukur tingkat ketepatan 

prediksi. Selain itu, F1-Score digunakan sebagai parameter penyeimbang 

apabila terdapat distribusi data yang tidak merata. Seluruh metrik ini menjadi 

tolok ukur utama dalam memvalidasi apakah model Random Forest dan 

Decision Tree yang dibangun telah mencapai kinerja optimal pada pembagian 

dataset 
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3.6.2 Area Under the Curve  Receiver Operating Characteristic 

Pendekatan kedua adalah analisis menggunakan kurva Receiver Operating 

Characteristic (ROC) dan perhitungan nilai Area Under the Curve (AUC). 

Kurva ROC merupakan representasi grafis yang menunjukkan hubungan 

dinamis antara True Positive Rate (TPR) atau sensitivitas pada sumbu-Y, 

terhadap False Positive Rate (FPR) pada sumbu-X. Visualisasi ini 

merepresentasikan performa model pada berbagai tingkat ambang batas 

klasifikasi (classification thresholds). 

Metrik Area Under the Curve (AUC) digunakan sebagai nilai skalar untuk 

merangkum seluruh informasi dari kurva ROC menjadi satu indikator 

kuantitatif yang menunjukkan kemampuan diskriminasi model. Rentang nilai 

AUC berada di antara 0.0 hingga 1.0, di mana nilai yang mendekati 1.0 

mengindikasikan bahwa model memiliki kemampuan yang sangat baik dalam 

memisahkan kelas positif dan negatif secara presisi. Dalam konteks penelitian 

ini, penggunaan AUC-ROC menjadi standar validasi untuk membuktikan 

bahwa konfigurasi parameter n_estimators dan max_depth pada pembagian 

data  telah menghasilkan model dengan performa yang optimal dan reliabel. 
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BAB IV 

METODE RANDOM FOREST 

 

4.1 Desain Metode 

Pada tahap ini, sistem prediksi dirancang untuk mengklasifikasikan status 

santri di Pondok Pesantren Sidogiri berdasarkan beberapa atribut seperti umur, 

tingkat pendidikan, pekerjaan orang tua, serta riwayat interaksi di pondok. 

Model yang digunakan adalah Random Forest Classifier karena 

kemampuannya dalam menangani data kategorikal dan kompleksitas 

hubungan antar fitur. 

Langkah memulai metode Random Forest dengan melatih atau membuat 

pohon tree dari dataset yang sudah memiliki kelas, pohon-pohon inilah yang 

akan menjadi bagian dari Random Forest yang akan digunakan untuk tahap 

klasifikasi, selanjutnya algoritma akan memilih sampel acak dari dataset yang 

telah ada yang akan digunakan pada tahap identifikasi, data yang telah dipilih 

diklasifikasikan oleh seluruh pohon yang telah dibuat, kemudian akan 

didapatkan hasil predikasi dari setiap Decision Tree sehingga membentuk 

pohon keputusan pada metode Random Forest seperti pada gambar 4.1.  
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Gambar 4. 1 Architecture of the Random Forest 

Pada gambar 4.1 Dataset santri sebagai input ke dalam sistem. Dataset ini 

akan diolah untuk membentuk data pelatihan (training set) dan data uji (test 

set), Random Forest menggunakan teknik bootstrap sampling pada data 

pelatihan. Dalam bootstrap sampling, beberapa subset data diambil secara acak  

dari training set dan setiap subset ini akan menjadi data pelatihan yang berbeda 

untuk masing-masing decision tree. voting, hasil dari setiap decision tree 

dikumpulkan, dan keputusan akhir diambil berdasarkan mayoritas sebgai 

prediksi 

Pohon keputusan dimulai dengan cara menghitung nilai entropy setiap 

Atribut sebagai penentu tingkat ketidakmurnian atribut dan nilai information 

gain. Untuk menghitung nilai entropy digunakan rumus seperti pada persamaan 

1, sedangkan nilai information gain menggunakan persamaan 2 (K. Schouten, 

(2016) 
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     (4.1) 

  (4.2) 

 

Dimana S adalah himpunan kasus dan p(i|S) merupakan proporsi nilai S 

terhadap kelas i. 

Dimana Values (t) merupakan semua nilai yang mungkin dalam himpunan 

kasus t. Sv adalah subkelas dari S dengan kelas v yang berhubungan dengan 

kelas t. St adalah semua nilai yang sesuai dengan t 

Alur proses prediksi santri putus sekolah menggunakan metode Random 

Forest. Algoritma ini termasuk dalam metode ensemble learning, di mana 

model terdiri dari sekumpulan pohon keputusan (decision tree) yang dibentuk 

berdasarkan data pelatihan yang telah dibootstrap. 

Taser et al (2021) menerapkan pendekatan bagging dan boosting 

menggunakan enam algoritma berbasis pohon keputusan untuk prediksi. 

Hasilnya menunjukkan bahwa pendekatan ensemble (bagging dan boosting) 

memberikan akurasi yang lebih tinggi dibandingkan dengan penerapan 

individual dari algoritma pohon keputusan tersebut. 

4.2 Implementas Model Random Forest 

 Untuk menguji performa metode Random Forest dalam memprediksi 

santri putus sekolah, dilakukan pengujian berdasarkan perbandingan data 

training dan data testing, serta variasi jumlah pohon keputusan (n_estimators). 
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Tujuan dari pengujian ini, untuk melihat pengaruh rasio data latih dan data uji, 

serta jumlah pohon yang digunakan, terhadap akurasi dan kestabilan model. 

Menurut Bichri et al (2024) melakukan pengujian melalui empat skenario 

berbeda berdasarkan rasio pembagian data training dan data testing dapat 

mengetahui pengaruh variasi jumlah pohon terhadap akurasi dan stabilitas 

model pada setiap skenario.  

Selanjutnya Random Forest dikustomisasi dengan n_estimators sebanyak 

50, 100,150 dan 500 untuk menghitung jumlah pohon keputusan, kemudian  

menggunakan random_state 42  untuk mengendalikan proses pengacakan. 

Parameter n_estimators pada algoritma Random Forest digunakan untuk 

mengatur jumlah pohon keputusan serta memastikan konsistensi proses 

pelatihan model. Semakin besar nilai n_estimators, jumlah pohon yang 

dibangun oleh model akan semakin banyak, yang berpotensi meningkatkan 

akurasi karena model menjadi lebih kompleks dan stabil. Namun, peningkatan 

ini juga disertai dengan bertambahnya waktu komputasi. Oleh karena itu, 

variasi nilai ini bertujuan untuk mengamati titik optimal antara akurasi dan 

efisiensi. 

Sementara itu, parameter random_state diatur 42 untuk mengevaluasi 

stabilitas model terhadap variasi pembagian data pelatihan dan pengujian yang 

bersifat acak.  Pengujian kombinasi dengan parameter ini memberikan 

gambaran yang lebih komprehensif terhadap performa model Random Forest 

dalam memprediksi status santri. 
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Implementasi dilakukan menggunakan bahasa pemrograman Python 

dengan library scikit-learn. Dataset yang dibuat bahan penelitian merupakan 

data santri yang telah melewati proses clening dari data yang  bernilai kosong 

(missing value) dan telah dilakukan encoding pada variabel target (status) 

menjadi dua kelas, yaitu Lulus (0) dan Putus sekolah (1). 

Potongan kode berikut menunjukkan tahapan implementasi model Random 

Forest: 

 

from sklearn.model_selection import train_test_split 
from sklearn.ensemble import RandomForestClassifier 
from sklearn.metrics import classification_report 
 
X_train, X_test, y_train, y_test = train_test_split( 
    X, y, test_size=0.1, random_state=42 
) 
model = RandomForestClassifier( 
    n_estimators=100, 
    random_state=42, 
    max_depth=5, 
    min_samples_split=5, 
    min_samples_leaf=2, 
    max_features=5, 
    oob_score=True 
) 
model.fit(X_train, y_train) 
y_pred = model.predict(X_test) 
 
print(classification_report(y_test, y_pred)) 
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Penggalan kode tersebut menggambarkan penggunaan model Random 

Forest Classifier dari library scikit-learn untuk memprediksi status santri, 

apakah Putus Sekolah atau Lulus. Bagian test_size=0.1 disesuaikan 

berdasarkan rasio data yang berbeda untuk setiap pengujian. Sementara itu, 

bagian “random_state=42” mengacu pada parameter yang digunakan untuk 

mengatur proses pengacakan dalam pembagian data dan pembangunan pohon 

keputusan. Parameter ini membantu agar hasil pelatihan model tetap konsisten 

dan dapat diulang. 

4.2.1 Pelatihan Model Skenario 1 

Dalam tahap eksperimen prediksi santri putus sekolah di pondok pesantren 

sidogiri,  Pada model Skenario 1, pengujian model Random Forest dilakukan 

dengan membagi dataset menjadi data latih dan data uji, menggunakan rasio 

90:10 sekitar 1586 data latih dan 177 data uji. Eksperimen pengujian dengan 

nilai parameter n_estimators 50 serta menetapkan random_state 42. 
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Gambar 4. 2 Learning Curve Model Random Forest (n_estimators=50) 

Grafik Lerning Curve pada Gambar 4.2 menjelaskan performa algoritma  

Random Forest pelatihan model Skenario 1 dengan n_estimators=50 mulai 

dari jumlah sampel kecil hingga sekitar 1.400 lebih data latih. Seiring 

bertambahnya jumlah data latih, Training Accuracy cenderung menurun dan 

stabil di angka 0,85, sementara Cross Validation Accuracy meningkat dan 

stabil di angka 0,81. 

Kedua kurva menunjukkan tanda pendekatan nilai setelah melewati 700 

sampel, yang mengindikasikan bahwa penambahan data hingga 1.586 akan 

membuat model semakin stabil dan mengurangi risiko overfitting. Model pada 

pelatihan skenario 1 dengan total data latih tersebut, model memiliki performa 

yang cukup baik dengan akurasi di atas 80% dalam menentukan santri “lulus” 

dan  “putus sekolah” di pondok pesantren sidogiri. 
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Tabel 4. 1 Variabel berpengaruh pada Model skenario 1 

No Variabel Nilai 

1 Kelas 0.199 

2 Kehadiran 0.127 

3 Umur 0.126 

4 Study time 0.106 

5 Gagal kelas 0.099 

6 Tingkat 0.071 

7 Interaksi teman asrama 0.061 

8 Interaksi teman kelas 0.045 

9 Jam belajar 0.027 

10 Kesehatan 0.026 

Hasil analisis feature importance pada Tabel 4.1 menunjukkan bahwa fitur 

kelas memiliki pengaruh terbesar dalam menentukan prediksi status santri, 

dengan nilai kontribusi sebesar 0.199. Faktor berikutnya yang juga berperan 

signifikan adalah kehadiran (0.127) dan umur (0.126), yang menegaskan 

bahwa kedisiplinan hadir dan kondisi usia menjadi indikator kuat terhadap 

risiko putus sekolah. Selain itu, variabel akademik seperti study time (0.106) 

dan gagal kelas (0.099) turut memberikan pengaruh penting terhadap 

kestabilan belajar santri. Faktor sosial seperti interaksi teman asrama (0.061) 

dan interaksi teman kelas (0.045) juga berkontribusi meski dalam porsi yang 

lebih kecil, menunjukkan bahwa lingkungan pergaulan tetap relevan dalam 

membentuk perilaku belajar. Variabel jam belajar dan kesehatan memiliki 

kontribusi paling rendah, namun masih memberikan informasi tambahan bagi 

model. Secara keseluruhan, hasil ini menegaskan bahwa kombinasi aspek 
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akademik, kedisiplinan, dan faktor sosial memberikan pengaruh terhadap 

efektivitas prediksi Random Forest dalam skenario 1. 

Setelah proses pelatihan model menggunakan data latih, tahap selanjutnya 

adalah pengujian model menggunakan data uji. Pengujian ini bertujuan untuk 

mengetahui kemampuan model dalam mengklasifikasikan status santri ke 

dalam kategori Lulus dan Putus Sekolah pada data yang belum pernah 

digunakan dalam proses pelatihan. Evaluasi kinerja model pada tahap ini 

dilakukan dengan menggunakan Confusion matrix, yang digunakan untuk 

menggambarkan jumlah prediksi benar dan salah yang dihasilkan oleh model 

pada masing-masing kelas. 

Sedangkan hasil dari pengujian model skenario 1 dalam melakukan prediksi 

santri “lulus” dan  “putus sekolah” di pondok pesantren sidogiri disajikan pada 

Gambar 4.3.  

Gambar 4. 3  Hasil Prediksi Random Forest Model Skenario 1 

Hasil prediksi terhadap santri di pondok pesantren sidogiri pada Confusion 

Matrix gambar 4.3 menunjukkan bahwa model pada pengujian data uji 177 
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mampu meprediksi Lulus dan Putus Sekolah dengan baik. Model  pada data uji 

ini mampu memprediksi Lulus 42 dengan benar, sementara 23 data salah 

diklasifikasikan sebagai Putus Sekolah. Model menunjukkan performa yang 

optimal dalam klasifikasi putus sekolah dengan 102 data. Sementara  10 data 

salah diprediksi sebagai Lulus. Hasil ini menunjukkan model lebih akurat 

dalam mengenali santri yang putus sekolah dibandingkan santri yang lulus, 

terlihat dari selisih kesalahan prediksi yang relatif kecil pada kelas tersebut. 

Setelah menguji model dengan Confusion matrix selanjutnya 

menggambarkan kemampuan kinerja model secara lebih kuantitatif, evaluasi 

selanjutnya dilakukan menggunakan metrik Accuracy, precision, recall, dan 

F1-score. Metrik-metrik tersebut digunakan untuk mengukur tingkat 

keakuratan, kelengkapan, serta keseimbangan kinerja model dalam 

mengklasifikasikan status santri pada data testing 

Tabel 4. 2 Hasil Pengujian Model Random Forest (n_estimators = 50) 

Kategori Accuracy Precision Recall 
F1-

Score 
Support 

Lulus 

0.83 

0.87 0.63 0.73 65 

Putus Sekolah 0.82 0.95 0.88 112 

Macro Avg 0.84 0.79 0.80 177 

Weighted Avg 0.84 0.83 0.82 177 

 

Hasil Pengujian model dalam prediksi santri putus sekolah di pondok 

pesantren sidogiri berhasil memprediksi dengan benar 83 dari 100 data yang 

diuji. Sementara pada kategori Putus Sekolah model sangat baik dalam 
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mengenalinya, dari nilai Precision 0,82 dan Recall 0,95 yang tinggi. 

Sedangkan   pategori Lulus nilai Precision 0,87 nilai Recall lebih rendah 0,63.  

Nilai Macro Average sebesar 0,80 menunjukkan bahwa model memiliki 

performa yang stabil dan seimbang tidak hanya condong pada satu kategori. 

Selanjutnya, untuk memvalidasi tingkat akurasi dan kemampuan 

generalisasi model terhadap data uji, kemudian fase evaluasi dilakukan untuk 

mengukur kualitas prediksi model dengan merujuk pada instrumen Kurva 

Receiver Operating Characteristic (ROC) 

Gambar 4. 4 Kurva ROC dan Nilai AUC Model Skenario 1 

Berdasarkan gambar 4.4, kurva ROC (Receiver Operating Characteristic) 

bergerak sangat mendekati sudut kiri atas. model memiliki True Positive Rate 

,kemampuan mendeteksi kelas positif yang sangat tinggi dengan False Positive 

Rate, kesalahan deteksi yang sangat rendah. 
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Sementara Skor Area Under the Curve (AUC) 0.99,  nilai ini hampir 

menyentuh angka sempurna 1.00. Artinya, terdapat probabilitas sebesar 99% 

bahwa model mampu membedakan dengan benar antara kelas positif dan kelas 

negatif. Meskipun hanya menggunakan nilai parameter max_depth=5 dan 

n_estimators=50  sangat optimal. 

4.2.2 Pelatihan Model Skenario 2 

Pada Pelatihan prediksi santri putus sekolah di pondok pesantren sidogiri 

pada model Skenario 2, pelatihan dilakukan dengan pembagian data sebesar 80 

untuk data training dan 20 untuk data testing sekitar 1411 data latih dan 353 

data uji. Proporsi ini dirancang untuk memberikan lebih banyak data pelatihan 

kepada model Random Forest sehingga model dapat mempelajari pola 

klasifikasi secara lebih komprehensif. Eksperimen pengujian dengan nilai 

parameter n_estimators 100 serta menetapkan Max_depth 3. Dengan jumlah 

data latih yang lebih besar, diharapkan Random Forest mampu membangun 
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pohon-pohon keputusan yang lebih representatif dan menghasilkan prediksi 

yang lebih stabil. 

Gambar 4. 5 Learning Curve Model Random Forest (n_estimators=100) 

Grafik learning curve Pada Gambar 4.5 menunjukkan bahwa seiring 

bertambahnya jumlah data latih, training accuracy mengalami penurunan pada 

tahap awal dan kemudian stabil pada kisaran 0,82–0,84, sedangkan cross-

validation accuracy meningkat dan stabil di sekitar 0,81. Kedua kurva mulai 

saling mendekat setelah jumlah data latih melebihi sekitar 500 sampel. Model 

pada pelatihan skenario 2 dengan total data latih 1441, model memiliki 

performa yang cukup baik dengan akurasi di atas 80% dalam menentukan 

santri “lulus” dan  “putus sekolah” di pondok pesantren sidogiri. 
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Tabel 4. 3 Variabel berpengaruh pada Model Skenairo 2 

No Variabel Nilai 

1 kehadiran 0.20 
2 kelas 0.18 
3 umur 0.14 
4 studytime 0.12 
5 gagal _kelas 0.09 
6 tingkat 0.08 
7 interaksi_teman_asrama 0.05 
8 interaksi_teman_kelas 0.04 
9 domisili 0.02 

Berdasarkan hasil pada tabel 4.3 variabel yang memiliki pengaruh pada 

model Skenario 2 kehadiran menyumbang nilai sekitar 0,20, diikuti oleh kelas 

(0,18) dan umur (0,14). Selanjutnya, variabel interaksi_teman_kelas (0,04), 

domisili (0,02), dan pendapatan_ibu (0,01) memiliki kontribusi yang sangat 

kecil terhadap pengaruh prediksi status santri. 

Setelah proses pelatihan model skenario 2 menggunakan data training, 

tahap selanjutnya adalah melakukan pengujian model menggunakan data 

testing. Pengujian ini  menggunakan Confusion matrix, yang digunakan untuk 

menggambarkan jumlah prediksi benar dan salah yang dihasilkan oleh model 

pada setiap kategori. 



51 
 

 

Gambar 4. 6  Hasil Prediksi Random Forest Model Skenario  2 

 Hasil prediksi terhadap santri di pondok pesantren sidogiri pada Confusion 

Matrix gambar 4.6 menunjukkan bahwa model pada pengujian data uji 353 

mampu meprediksi Lulus dan Putus Sekolah dengan baik. Model Random 

Forest dengan n_estimators=100 menunjukkan performa yang sangat baik 

dalam mengklasifikasikan santri dengan status Putus Sekolah, dengan tingkat 

keberhasilan sebesar 93,7% 209 data. Namun, model masih memiliki tantangan 

dalam memprediksi kategori Lulus, di mana terdapat 51 data yang salah 

terklasifikasi sebagai Putus Sekolah. 

Setelah menguji model dengan Confusion matrix selanjutnya mengevaluasi 

dengan menggunakan metrik Accuracy, precision, recall, dan F1-score. 

Metrik-metrik tersebut digunakan untuk mengukur tingkat ketepatan, 

kelengkapan, serta keseimbangan performa model dalam mengklasifikasikan 

status santri pada data testing 
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Tabel 4. 4 Hasil Pengujian Model Random Forest (n_estimators = 100) 

Kategori Accuracy Precision Recall 
F1-

Score 
Support 

Lulus 

0.81 

0.87 0.62 0.72 130 
Putus Sekolah 0.81 0.95 0.87 223 

Macro Avg 0.84 0.78 0.80 353 
Weighted Avg 0.83 0.82 0.82 353 

 Hasil Pengujian model dalam prediksi santri putus sekolah di pondok 

pesantren sidogiri pada tabel 4.4. Model memiliki tingkat akurasi sebesar 81%, 

yang menunjukkan kemampuan prediksi yang optimal pada pengujian 353 data 

uji. 

Gambar 4. 7 Kurva ROC dan Nilai AUC Model Skenario 2 
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4.2.3 Pelatihan Model Skenario 3 

Pada peltihan model Skenario 3, pengujian dilakukan dengan 

menggunakan pembagian data sebesar 70% sebagai data training dan 30% 

sebagai data testing sekita 1234 data latih dan 530 data uji. Pembagian ini 

memberikan porsi data uji yang lebih besar dibandingkan Model sebelumnya, 

sehingga model diuji dengan variasi data yang lebih luas untuk melihat 

ketahanannya dalam menghadapi distribusi data yang lebih beragam. 

Pengujian Model skenario 3 menerapkan nilai parameter n_estimators 150 dan 

max_depth 9 

Gambar 4. 8 Learning Curve Model Random Forest (n_estimators=150) 

Training Accuracy pada kurva biru menunjukkan akurasi pelatihan yang 

dimulai dari nilai akurasi sempurna (1.00) dan mengalami penurunan bertahap 

hingga stabil di sekitar 0.90 saat jumlah sampel meningkat. Sedangkan Kurva 

oranye pada Cross Validation Accuracy menunjukkan peningkatan akurasi 

validasi yang signifikan seiring bertambahnya jumlah sampel, bergerak dari 
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0.60 hingga mencapai titik stabil di atas 0.80. Namun  jarak  yang semakin 

mengecil antara Training Accuracy dan Cross Validation Accuracy 

menunjukkan bahwa model Random Fores pada model skenario 3 memiliki 

kemampuan generalisasi yang baik. 

Tabel 4. 5 Variabel berpengaruh pada Model Skenario  3 

No Variabel Nilai 
1 Kehadiran 0.18 
2 Kelas 0.16 
3 Umur 0.13 
4 Study Time 0.11 
5 Gagal Kelas 0.10 
6 Interaksi Teman Asrama 0.09 
7 Tingkat 0.07 
8 Interaksi Teman Kelas 0.06 
9 Domisili 0.02 

 

Berdasarkan Tabel 4.5, variabel kehadiran memiliki nilai pengaruh 

tertinggi dengan nilai 0.18, yang menunjukkan bahwa tingkat kehadiran santri 

merupakan faktor berpengaruh dalam prediksi status Lulus atau Putus Sekolah. 

Selanjutnya, variabel kelas dan umur juga memberikan kontribusi terhadap 

kinerja model dalam prediksi santri lulus atau putus sekolah. Sedangkan 

domisili memiliki pengaruh yang sangat kecil 

Seusai proses pelatihan model skenario 3 dengan n_estimators=150, 

selanjutnya model diuji dengan 530 data testing . Pengujian ini  melibatkan 

Confusion matrix. Hasilnya sebagai berikut. 
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Gambar 4. 9 Hasil Prediksi Random Forest Model Skenario 3 

Pengujian model Skenario 3 dengan Confution Matrix menghasilkan nilai 

kategori Lulus dan Putus Sekolah. Model berhasil memprediksi 309 santri 

putus sekolah diprediksi Putus sekolah dan 126 santri Lulus diprediksi Lulus. 

Dan model salah dalam memprediksi 26 santri Putus sekolah diprediksi Lulus 

dan 68 santri Lulus diprediksi Putus sekolah. Model  menunjukkan lebih 

sensitif dalam mendeteksi santri Putus sekolah. 

Tabel 4. 6 Hasil Pengujian Model Random Forest (n_estimators = 150) 

Status Accuracy Precision Recall 
F1-

Score 
Support 

Lulus 

0.82 

0.83 0.65 0.73 194 

Putus Sekolah 0.82 0.92 0.87 335 

Macro Avg 0.82 0.79 0.80 529 

Weighted Avg 0.82 0.82 0.82 529 
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Hasil pengujian model skenario 3 pada tabel 4.6,  model dengan nilai 

parameter n_estimators = 150 memperoleh akurasi sebesar 0,82, yang 

menunjukkan kinerja klasifikasi yang baik. Kelas Putus Sekolah memiliki nilai 

recall tertinggi 0,92 dan F1-score sebesar 0,87, menjelaskan model mampu 

mengidentifikasi santri putus sekolah. Sementara, kelas Lulus memiliki nilai 

recall sebesar 0,65, yang mengindikasikan masih terdapat sebagian  salah 

dalam memprediksi santri lulus. 

Gambar 4. 10 Kurva ROC dan Nilai AUC Model Skenario 3 

Gambar ROC Curve pada skenario 3 menunjukkan kemampuan model 

Random Forest dalam membedakan kelas lulus dan putus sekolah dengan 

cukup baik. Nilai AUC sebesar 0.820 mengindikasikan bahwa performa model 

berada pada kategori good classifier, artinya model mampu melakukan 

pemisahan dua kelas dengan tingkat ketepatan yang tinggi. Kurva ROC yang 

berada jauh di atas garis diagonal (baseline) memperlihatkan bahwa tingkat 
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True Positive Rate lebih dominan dibanding False Positive Rate pada berbagai 

ambang keputusan (threshold). Dengan demikian, model Random Forest pada 

gambar 4.10 menunjukkan stabilitas dan reliabilitas yang kuat dalam 

mendeteksi santri berisiko putus sekolah. 

4.2.4 Pelatihan Model Skenario 4 

Kali ini tahap pelatihan pada model Skenario 4 dalam prediksi santri putus 

sekolah di pondok pesantren sidogiri, memakai porsi data latih 60 dan data uji 

40 dengan besaran data 1058 data latih dan 706 data uji. Pengujian Model 

Skenario 4 menerapkan nilai parameter n_estimators 500 dan max_depth 20 

Gambar 4. 11 Learning Curve Model Random Forest (n_estimators=500) 

Grafik learning kurva dengan nilai parameter n_estimators 500 dan 

max_depth 15 pada gambar 4.11 menunjukkan bahwa akurasi data latih 

training accuracy berada pada nilai yang sangat tinggi, mendekati 1,00, pada 
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seluruh variasi jumlah data latih. Hal ini menandakan bahwa model Random 

Forest mampu mempelajari data latih dengan sangat baik. 

Sementara itu, cross-validation accuracy mengalami peningkatan seiring 

bertambahnya jumlah data latih, dari sekitar 0,59 pada jumlah data kecil hingga 

mencapai nilai stabil di kisaran 0,79–0,80 ketika jumlah data latih melebihi 

1.000 sampel. Meskipun terjadi  selisih yang cukup besar antara training 

accuracy dan validation accuracy. Kondisi ini mengindikasikan bahwa model 

cenderung mengalami overfitting. Namun untuk mengurangi overfitting lebih 

lanjut diperlukan tuning parameter agar kompleksitas model dapat 

dikendalikan dengan lebih baik. 

Tabel 4. 7 Variabel berpengaruh pada Model Skenario 4 

No Variabel Nilai 
1 Kelas 0.191 
2 Umur 0.127 
3 Gagal kelas 0.116 
4 Kehadiran 0.109 
5 Study time 0.105 
6 Tingkat 0.067 
7 Interaksi teman asrama 0.053 
8 Interaksi teman kelas 0.036 
9 Kesehatan 0.033 
10 Jam belajar 0.024 

Berdasarkan hasil analisis fitur pada model Skenario 4, variabel yang paling 

berpengaruh dalam proses klasifikasi adalah kelas dengan nilai importance 

sebesar 0.191, menunjukkan bahwa jenjang atau tingkat kelas santri menjadi 

faktor dominan dalam memprediksi status putus sekolah. Variabel berikutnya 

yang juga memiliki kontribusi kuat adalah umur (0.127), diikuti oleh 
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gagal_kelas (0.116) dan kehadiran (0.109), yang seluruhnya berkaitan erat 

dengan kedisiplinan dan performa akademik. Fitur studytime turut memberikan 

Setelah proses pelatihan model skenario 4 dengan parameter n_estimators 

= 500 selesai dilakukan, tahap berikutnya adalah pengujian model 

menggunakan 760 data testing. Pengujian ini bertujuan untuk mengevaluasi 

kemampuan model dalam melakukan klasifikasi, yang dianalisis menggunakan 

Confusion Matrix. Adapun hasil pengujian tersebut ditunjukkan pada matriks 

kebingungan yang diperoleh 

 Gambar 4. 12 Hasil Prediksi Random Forest Model Skenario 4 

Berdasarkan Confusion Matrix Gambar 4.12, model Random Forest 

mampu mengklasifikasikan data dengan cukup baik. Sebanyak 169 data lulus 

dan 414 data putus sekolah berhasil diprediksi dengan benar. Namun, masih 

terdapat 90 data lulus yang salah diprediksi sebagai putus sekolah dan 33 data 

putus sekolah yang salah diprediksi sebagai lulus. Hasil ini menunjukkan 
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bahwa model lebih akurat dalam mendeteksi kelas putus sekolah dibandingkan 

kelas lulus. 

 
Tabel 4. 8 Hasil Pengujian Model Random Forest (n_estimators = 500) 

Status Accuracy Precision Recall F1-
Score Support 

Lulus 

0.84 

0.86 0.66 0.75 259 
Putus Sekolah 0.83 0.94 0.88 447 

Macro Avg 0.84 0.80 0.81 706 
Weighted Avg 0.84 0.84 0.83 706 

Hasil pengujian model skenario 4,  model dengan nilai parameter 

n_estimators = 500. Berdasarkan Tabel 4.8, model Skenario 4 ,dengan 40 data 

testing handal meprediksi santri putus sekolah di pondok pesantren sidogiri 

dengan nilai Recall 0.94, namun kurang sensitif dalam mendeteksi siswa yang 

Lulus dengan nilai Recall 0.66). model pada pengujian Skenario 4 cukup stabil 

dengan nilai F1-Score rata-rata di angka 0.81-0.83. 

pengaruh signifikan dengan nilai 0.105, menegaskan bahwa durasi belajar 

santri berperan dalam keberhasilan akademik. Faktor lain seperti tingkat, 

interaksi teman asrama, dan interaksi teman kelas memiliki kontribusi 

moderat, sedangkan kesehatan dan jam belajar memberi pengaruh lebih kecil 

namun tetap relevan dalam model. Temuan ini menunjukkan bahwa kombinasi 

faktor akademik, sosial, dan perilaku memiliki peran penting dalam 

memprediksi risiko putus sekolah pada santri. 
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Gambar 4. 13 Grafik ROC Curve Model Skenario 4. 

Gambar 4.13 menunjukkan kurva Receiver Operating Characteristic 

(ROC) dari model Random Forest pada skenario 4 dengan pembagian data 60% 

training dan 40% testing. Kurva ROC tampak berada jauh di atas garis 

diagonal, yang menunjukkan bahwa model memiliki kemampuan klasifikasi 

yang baik dalam membedakan antara kelas Lulus dan Putus Sekolah. Nilai 

Area Under Curve (AUC) sebesar 0.826 mengindikasikan performa model 

berada pada kategori sangat baik, karena mendekati nilai maksimum 1.0. 

Semakin tinggi nilai AUC, semakin kuat kemampuan model dalam 

mengidentifikasi kelas positif, yang dalam penelitian ini adalah santri berisiko 

Putus Sekolah. Dengan nilai AUC di atas 0.80, hasil ini menegaskan bahwa 

model Random Forest pada skenario 4 memiliki tingkat sensitivitas dan 

spesifisitas yang kuat serta konsisten dalam membedakan kedua kelas secara 

efektif. 
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4.3 Tuning Parameter 

Pada tahanapan ini penulis melakukan tuning parameter dan Tujuan 

melakukan tuning parameter pada metode Random Forest adalah untuk 

menemukan keseimbangan optimal antara performa prediksi dan generalisasi 

model agar tidak terjadi overfitting maupun underfitting  menurut Breiman 

(2001). 

Tabel 4. 9 Parameter Tuning Random Forest 

Parameter Keterangan 

n_estimators 
Menentukan jumlah pohon, semakin banyak pohon, 
semakin stabil prediksi, namun waktu komputasi 
meningkat. 

max_depth Menentukan kedalaman maksimum setiap pohon 
keputusan, untuk mengontrol kompleksitas model 

min_samples_split Jumlah minimum sampel yang diperlukan untuk 
membagi sebuah node. 

min_samples_leaf Jumlah minimum sampel pada node daun. Parameter 
ini membantu mengurangi varians dan overfitting. 

max_features 
Jumlah fitur yang dipilih secara acak pada setiap 
proses pemisahan node. Digunakan untuk 
meningkatkan keragaman antar pohon. 

criterion Fungsi untuk mengukur kualitas pemisahan node. 
 

Dengan menyetel parameter dan nilai seperti n_estimators, max_depth, dan 

min_samples_split,  dapat mengontrol kompleksitas setiap pohon keputusan 

sehingga model tidak hanya sekadar menghafal data latihan, tetapi juga mampu 

memberikan prediksi yang akurat ketika menghadapi data baru yang belum 

pernah dilihat sebelumnya Probst et al. (2019). Selain itu, proses tuning ini 

berfungsi untuk mengoptimalkan penggunaan sumber daya komputasi dan 

menyesuaikan sensitivitas model terhadap ketidakseimbangan kelas 

(imbalanced data) melalui pengaturan bobot, sehingga hasil akhir model 
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menjadi lebih stabil dan reliabel dalam mengklasifikasikan data yang tidak 

seimbang Pratama (2020)." 

Langkah selanjutnya mengimplementasikan tuning parameter dengan nilai 

yang telah ditentukan secara otomatis menggunakan GridSearchCV pada 

metode Random Forest dalam meprediski santri putus sekolah 

Gambar 4. 14 Hasil Evaluasi Random Forest dengan Tuning Parameter 

Hasil pengujian model Random Forest setelah melakukan tuning parameter 

sebagaimana disajikan pada Gambar 4.14 menunjukkan bahwa model dengan 

parameter terbaik criterion=entropy, n_estimators=100, 

min_samples_split=10, min_samples_leaf=1 menghasilkan akurasi data 

training sebesar 89,66% dan akurasi data testing sebesar 81,92%. Perbedaan 

nilai akurasi tersebut mengindikasikan adanya overfitting ringan, namun masih 

dalam batas wajar. Berdasarkan klasifikasi data training, model memiliki 

kinerja yang baik dalam mengenali kelas putus sekolah dengan recall sangat 

tinggi 0,98, sementara performa pada kelas lulus juga tergolong baik dengan 

f1-score sebesar 0,84. Secara keseluruhan, nilai weighted average f1-score 

sebesar 0,89 menunjukkan bahwa model cukup stabil dan efektif dalam 

melakukan klasifikasi potensi putus sekolah santri. 
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Untuk mendapatkan performa model Random Forest yang optimal dalam 

memprediksi status Lulus dan Putus Sekolah, maka dilakukan serangkaian 

pengujian menggunakan metode parameter tuning. Proses ini bertujuan untuk 

mencari kombinasi parameter terbaik, seperti jumlah pohon (n_estimators), 

kedalaman pohon (max_depth), serta kriteria pembagian data (criterion), yang 

dapat menghasilkan tingkat akurasi tertinggi. Berdasarkan hasil uji coba tuning 

paramater terdapat 10 kombinasi parameter sebagai berikut 

Tabel 4. 10 Hasil Tuning Parameter Model Random Forest 

No 
n_esti
mato

rs 

max_de
pth 

min_sam
ples_split 

min_sam
ples_leaf criterion  Accuracy 

1 100 None 10 1 entropy 0,8336 
2 50 None 5 1 entropy 0,8323 
3 100 20 10 1 entropy 0,8323 
4 50 None 10 1 entropy 0,8317 
5 50 20 5 1 gini 0,8317 
6 150 20 10 1 entropy 0,8317 
7 100 20 5 1 entropy 0,8310 
8 100 20 2 2 entropy 0,8310 
9 150 20 2 2 entropy 0,8310 
10 100 None 2 2 gini 0,8310 

Hasil pengujian tuning parameter menggunakan GridSearchCV, diperoleh 

sepuluh kombinasi parameter hasil tuning model Random Forest sebagaimana 

disajikan pada Tabel 4.10. Kombinasi terbaik diperoleh pada parameter 

n_estimators=100, max_depth=None, min_samples_split=10, 

min_samples_leaf=1, dan criterion=entropy, dengan nilai mean accuracy 

cross-validation sebesar 83,36%. Hasil ini menunjukkan bahwa penggunaan 
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fungsi pemisah entropy dengan jumlah pohon yang cukup mampu memberikan 

kinerja klasifikasi yang optimal dan stabil. 

4.4 Pengujian Model Random Forest 

Setelah tahap pelatihan rampung, setiap model Random Forest diuji 

menggunakan data pengujian untuk mengukur efektivitas prediksi santri putus 

sekolah di pondok pesantren sidogiri dalam kategori Lulus dan Putus Skolah. 

Penilaian performa dilakukan melalui analisis matriks evaluasi, mencakup 

accuracy, precision, recall, dan F1-Score, guna mendapatkan gambaran 

kinerja model yang optimal dari berbagai kategori. 

Tabel 4. 11 Hasil Pengujian Model Random Forest 

Skenario Status Accur
acy 

Precisio
n Recall F1-

Score 
Suppo

rt 

1 Lulus 
0.83 

0.87 0.63 0.73 65 
Putus Sekolah 0.82 0.95 0.88 112 

2 Lulus 
0.81 

0.87 0.62 0.72 130 
Putus Sekolah 0.81 0.95 0.87 223 

3 Lulus 
0.82 

0.83 0.65 0.73 194 
Putus Sekolah 0.82 0.92 0.87 335 

4 Lulus 
0.84 

0.86 0.66 0.75 259 
Putus Sekolah 0.83 0.94 0.88 447 

Hasil pengujian  model pada tabel  4.11 dari skenario 1- 4. Performa 

tertinggi, skenario 4 tercatat sebagai model dengan kinerja paling optimal 

secara keseluruhan, dengan capaian Accuracy sebesar 0,84. Pada skenario 4, 

model menunjukkan keseimbangan yang sangat baik dengan nilai F1-Score 

tertinggi di kedua kelas, yakni 0,75 untuk kelas Lulus dan 0,88 untuk kelas 

Putus Sekolah. Sedangkan efektivitas deteksi kelas putus sekolah secara 
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konsisten di seluruh skenario 1-4, model Random Forest menunjukkan 

kemampuan yang sangat superior dalam mengidentifikasi santri pada kategori 

Putus Sekolah. Hal ini dibuktikan dengan nilai Precision yang mencapai 

rentang 0,82 hingga 0,83 dan Recall stabil pada angka 0,92 hingga 0,95. 

Tingginya nilai recall mencapai angka maksimal 0,95 pada Skenario 1 dan 2 

menandakan bahwa model mampu meminimalkan risiko luputnya deteksi pada 

santri yang berpotensi putus sekolah. 

Meskipun akurasi keseluruhan tinggi, metrik recall pada kelas Lulus berada 

pada rentang 0,62 hingga 0,66. Hal ini mengindikasikan bahwa terdapat 

tantangan bagi model dalam mengenali secara lengkap seluruh santri yang 

lulus dibandingkan dengan ketajamannya pada kelas Putus Sekolah. 

Stabilitas berdasarkan support data, skenario 4 memiliki jumlah Support 

data paling besar yaitu 706 data, namun tetap mampu mempertahankan nilai 

akurasi tertinggi. Hal ini menunjukkan bahwa Model Random Forest memiliki 

stabilitas dan ketahanan yang baik terhadap peningkatan volume data uji tanpa 

mengorbankan kualitas prediksi. 

Berdasarkan metrik evaluasi tersebut, skenario 4 ditetapkan sebagai 

konfigurasi terbaik untuk metode Random Forest. Capaian akurasi 0,84 

menjadikannya salah satu representasi model yang sangat handal untuk 

dijadikan dasar perbandingan terhadap metode klasifikasi lainnya dalam 

penelitian ini. 
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BAB V 

METODE DECISION TREE 

 

5.1 Desain Metode 

Untuk memperoleh hasil prediksi yang lebih optimal, penelitian ini 

menggunakan dua metode algoritma yaitu Decision Tree (DT) metode kedua 

setelah metode Random Forest (RF). Metode Decision Tree dipilih karena 

mampu memberikan aturan keputusan yang jelas dan mudah diinterpretasikan, 

sementara metode Random Forest dipilih karena mempunyai akurasi yang 

lebih tinggi serta lebih stabil terhadap variasi data. Dengan membandingkan 

kedua metode ini diharapkan diperoleh hasil prediksi yang lebih baik. 

Sedangkan desain diagram alur metode Decision Tree disajikan dalam 

bentuk flowchart pada gambar berikut 5.1. 

Gambar 5. 1 Flow Chart Algoritma Decision Tree 
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Gambar 5.1 menunjukkan alur kerja algoritma Decision Tree dalam 

membentuk model klasifikasi. Proses diawali dengan pemanggilan dataset 

yang telah ditetapkan sebagai data latih, kemudian dilakukan identifikasi 

terhadap jenis atribut apakah bersifat numerik atau kategorikal. Untuk atribut 

kategorikal, sistem menghitung nilai entropy dan information gain guna 

menentukan atribut dengan nilai tertinggi yang akan dijadikan node utama. Jika 

atribut memiliki lebih dari tiga nilai, digunakan perhitungan gain ratio agar 

pembagian data lebih proporsional. Proses pembentukan node dan cabang terus 

berlanjut hingga diperoleh nilai entropy sebesar nol, yang menandakan bahwa 

data telah homogen dan terbentuk node daun sebagai hasil klasifikasi akhir. 

Tahapan ini menggambarkan mekanisme dasar pengambilan keputusan dalam 

algoritma Decision Tree sebagaimana dijelaskan oleh Aaboub F,  et al. (2019). 

 Penentuan atribut yang akan menjadi akar dimulai dengan menghitung 

nilai gain dari setiap atribut. Atribut dengan nilai gain tertinggi kemudian 

dipilih sebagai akar utama. Sebelum proses perhitungan gain dilakukan, 

terlebih dahulu dihitung nilai entropy menggunakan rumus sebagai berikut: 

  

Entropy (S) = ∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2!
"#$ 𝑝𝑖     (5.1) 

dengan: 

S : Himpunan kasus 

n : Jumlahh partisi S 

Pi : Proporsi dari Si terhadap S 

Gain(S,A)   = Entropy (S) ∑ −𝒏
𝒊#𝟏

|𝑺𝒊|
|𝑺𝒊|

* Entropy (Si) (5.2) 
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dengan: 

A : Atribut 

n : Jumlah partisi atribut A 

|Si| : Jumlah kasus pada partisi ke-i 

|S| : Jumlah kasus dalam S 

Pada persiapan awal ditentukan atribut yang digunakan kemudian 

melakukan uji atribut dengan mencari nilai Gain tertinggi berdasarkan 

perhitungan entropy dari masing-masing atribut. Apabila ditemukan gain 

tertinggi maka gain tersebut akan menjadi root awal. Selanjutnya dilakukan 

penentuan cabang dengan cara yang sama dengan melihat gain tertinggi dari 

tiap hasil partisi seperti pada gambar 5.2 

Gambar 5. 2 Architecture Decision Tree Classification Algorithm 
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5.2 Konfigurasi Model 

Pada tahap ini dilakukan proses konfigurasi awal sebelum model Decision 

Tree Classifier dijalankan. Konfigurasi ini bertujuan untuk menentukan 

parameter-parameter dasar yang berpengaruh terhadap hasil pemodelan, 

seperti penentuan variabel target, pembagian data, serta pengaturan random 

seed agar proses dapat direproduksi secara konsisten.: 

Gambar 5. 3 Potongan kode Desicion Treen 

Variabel target ditetapkan pada kolom status, yang berisi label klasifikasi 

santri yaitu Lulus atau Putus Sekolah. Pemilihan kolom ini sesuai dengan 

tujuan penelitian, yaitu memprediksi kemungkinan santri akan menyelesaikan 

pendidikannya atau tidak, lulus atau putus sekolah. 

5.3 Implementasi Model Decision Tree 

Pelatihan dengan metode Decision Tree untuk memprediksi status santri 

dengan kategori “Putus Sekolah” atau “Lulus”. Data yang digunakan 

merupakan data santri dengan atribut meliputi umur, pendidikan orang tua, 

pekerjaan orang tua, serta tingkat interaksi santri di pondok. Atribut-atribut ini 

dipilih karena dianggap berpengaruh terhadap kemungkinan santri bertahan 

hingga lulus atau berisiko mengalami putus sekolah. 

Pada tahap ini dilakukan proses pembagian dataset ke dalam 4 skenario 

rasio  dengan rasio, 60:40, 70:30, 80:20, dan 90:10, dengan perbandingan 
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proporsi antara data yang digunakan untuk pelatihan (training) dan data yang 

digunakan untuk pengujian (testing). Pengujian keempat skenario ini 

dijabarkan dalam tabel 5.1 beserta pembagian dataset data training dan data 

testing 

Tabel 5. 1 Pembagian data training dan testing 

Pelatihan Rasio Data Training Data Testing 
Skenario 1 90 : 10 1.586 178 
Skenario 2 80 : 20 1.411 353 
Skenario 3 70 : 30 1.234 530 
Skenario 4 60 : 40 1.058 706 

Selanjutnya, algoritma Decision Tree diterapkan pada masing-masing 

skenario. Model dibangun menggunakan data pelatihan untuk menghasilkan 

struktur pohon keputusan berdasarkan perhitungan entropy dan information 

gain, kemudian dievaluasi dengan data pengujian guna mengukur tingkat 

kinerjanya. 

Setiap hasil pengujian disimpan dalam suatu struktur data yang memuat 

informasi mengenai rasio pembagian, jumlah data pelatihan dan pengujian, 

serta indikator performa model seperti akurasi, precision, recall, dan f1-score. 

Melalui pendekatan ini, peneliti dapat melakukan perbandingan performa 

model secara sistematis, sehingga diperoleh konfigurasi pembagian data yang 

paling sesuai dan akurat untuk memprediksi status santri (Lulus atau Putus 

Sekolah) berdasarkan variabel-variabel yang digunakan. 
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5.3.1 Pelatihan Model Skanario 1 

Pada pelatihan model skenario 1, model Decision Tree dilatih 

menggunakan parameter criterion gini, max_depth 3, min_samples_split 20, 

min_samples_leaf 10, dan random_state 42 dengan pembagian data training 

dan data testing menggunakan rasio 90:10. Hasil pelatihan model scenario 1 

kemudian divisualisasikan dalam bentuk diagram Learning Curve dan diagram 

keputusan, sebagaimana ditampilkan pada gambar di atas, yang 

menggambarkan struktur aturan klasifikasi berdasarkan atribut yang 

digunakan. 

Gambar 5. 4 Learning Curve Model Decision Tree Skenario 1 

Hasil pelatihan model scenario 1 pada gambar learning curve 5.4 

menunjukkan bahwa pada jumlah data latih yang kecil, hasil training accuracy 

sangat tinggi. Setelah jumlah data latih mencapai kisaran lebih dari 800 data, 

kedua kurva relatif stabi. Sementara seiring bertambahnya jumlah data latih, 
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nilai  training accuracy meningkat, serta keduanya stabil di kisaran 0,80–0,83.  

Model pada pelatihan 1 semakin mampu melakukan generalisasi dengan baik 

dalam mengklasifikasikan prediksi santri putus sekolah di pondok pesantren 

sidogiri ke dalam kelas lulus dan putus sekolah. Pada pelatihan skenario 1 

model Decision Tree cukup efektif dan stabil untuk memprediksi risiko santri 

putus sekolah berdasarkan data yang tersedia.  

Tabel 5. 2 Nilai Entropy dan Information Gain – Rasio 90:10 

Node Feature Entropy  Information 
Gain 

0 kelas 0.948310 0.147800 
1 studytime 0.756339 0.048524 
2 tingkat 0.651724 0.009672 
3 umur 0.630262 0.007402 
6 studytime 0.987138 0.131277 
9 interaksi_teman_asrama 0.998846 0.054961 
10 kelas 0.914019 0.183053 
13 studytime 0.968461 0.077458 
16 tingkat 0.895614 0.356808 
17 umur 0.705746 0.056537 
18 jarak_rumah 0.515947 0.038789 
21 pekerjaan_ibu 0.944087 0.069908 
24 tingkat 0.467192 0.164762 
26 kesehatan 0.858509 0.040559 

Nilai Entropy dan Information Gain pada setiap node dalam pohon 

keputusan dibangun dengan rasio data training 90:10. Simpul Akar, atau Root 

Node pada Node 0 sebagai proses awal dimulai atribut kelas yang memiliki 

nilai Entropy tertinggi sebesar 0,948310. Ini adalah titik dengan ketidakpastian 

terbesar di mana data masih sangat bercampur antara santri yang Lulus dan 

Putus Sekolah. Sementara Nilai entropy pada tabel 5.2 menerangkan faktor 
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akademik (kelas, tingkat, dan waktu belajar) adalah fitur yang paling sering 

muncul di bagian awal dan tengah pohon (Node 0-7), yang berarti menjadi 

atribut kunci. Sementara faktor sosial (interaksi teman, jarak rumah, pekerjaan 

ibu) muncul sebagai penyaring akhir untuk memperjelas prediksi. 

Munculnya fitur seperti kelas (Node 0 dan 6), tingkat (Node 2, 8, dan 12), 

serta studytime (Node 1, 4, dan 7) pada beberapa node yang berbeda 

disebabkan oleh perhitungan Information Gain yang dilakukan secara lokal. 

Algoritma mengevaluasi kembali subset data pada setiap cabang baru; 

sehingga, atribut yang sama dapat terpilih kembali di level yang lebih dalam 

apabila atribut tersebut masih memberikan kontribusi pengurangan entropi 

paling signifikan dibandingkan atribut lainnya pada subset data tersebut. 

Selanjutnya dibentuk struktur pohon keputusan sebagaimana ditunjukkan 

pada Gambar 5.5. Pohon keputusan ini menggambarkan alur pengambilan 

keputusan model dalam memprediksi santri putus sekolah, di mana setiap node 

merepresentasikan atribut pemisah, setiap cabang menunjukkan kondisi 

atribut, dan setiap leaf node menghasilkan keputusan akhir berupa status santri 

lulus dan putus sekolah. 
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Gambar 5. 5 Struktur Pohon Keputusan Model Skenario 1 

Struktur pohon keputusan pada gambar 5.5 Model menentukan bahwa 

atribut Kelas ≤ 3.5 adalah pemisah paling krusial bagi 1.586 data latih dengan 

entropi awal 0,948 dan menempatkan atribut kelas sebagai root node karena 

merupakan faktor pembeda paling signifikan dalam memprediksi status santri. 

Jika atribut Kelas ≤ 3.5, mayoritas data mengarah pada prediksi Putus Sekolah 

dan atribut akademik seperti studytime dan tingkat menjadi penyaring 

berikutnya. Sedangkan  Jika Kelas ≥ 3.5, data cenderung mengarah pada 

prediksi Lulus. Alur kemudian bercabang ke internal node seperti studytime 

dan tingkat, yang menunjukkan bahwa performa akademik menjadi indikator 

utama dalam proses klasifikasi awal. 

Setelah model selesai dilatih dan menghasilkan learning curve, nilai 

entropy dan information gain, serta struktur pohon keputusan, tahap 

selanjutnya adalah melakukan pengujian model menggunakan 178 data testing 

yang belum pernah digunakan pada proses pelatihan. Pengujian ini bertujuan 

untuk mengevaluasi kemampuan model dalam membedakan setiap kelas 
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secara tepat. Oleh karena itu, digunakan Confusion Matrix sebagai alat 

evaluasi, yang berfungsi untuk menunjukkan jumlah prediksi benar dan salah 

pada masing-masing kelas, termasuk kesalahan prediksi ketika santri yang 

sebenarnya lulus diprediksi putus sekolah, maupun santri yang sebenarnya 

putus sekolah tetapi diprediksi lulus. 

 

Gambar 5. 6 Confusion Matrix Model Skenario 1 

Berdasarkan confusion matrix, pelatihan model skenario 1 matrik ini 

mampu mengklasifikasikan data dengan cukup baik. Sebanyak 40 data santri 

lulus dan 100 data santri putus sekolah berhasil diprediksi dengan benar. 

Namun, masih ada 24 data santri lulus yang salah diprediksi sebagai putus 

sekolah serta 13 data santri putus sekolah yang salah diprediksi sebagai lulus. 

Matrik ini menunjukkan kemampuan yang lebih baik dalam prediksi kelas 

putus sekolah dibandingkan kelas lulus, sehingga efektif digunakan untuk 

mengidentifikasi santri yang berisiko putus sekolah. 
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Selepas model dilatih menggunakan data pelatihan (90%), langkah krusial 

berikutnya adalah melakukan evaluasi menggunakan data pengujian (10%) 

untuk mengukur sejauh mana model mampu memprediksi data santri yang 

belum pernah dilihat sebelumnya. 

Berikut adalah penjelasan mengenai evaluasi model berdasarkan hasil 

pengujian model Decision Tree skenario 1 disajikan pada table berikut. 

Tabel 5. 3 Hasil Pengujian Model Decision Tree  Skenario 1 

Kategori Accuracy Precision Recall F1-
Score Support 

Lulus 

0.79        

0.75       0.62 0.68 65 
Putus Sekolah 0.81 0.88 0.84 113 

Macro Avg 0.78 0.75 0.76 177 
Weighted Avg 0.79 0.79 0.79 177 

Pengujian model skenario 1 model memiliki nilai akurasi 0,79, 177 data 

santri di kelompok penguji, model berhasil prediksi dengan benar sebanyak 

140 santri baik yang Lulus maupun Putus Sekolah. Ketika model memprediksi 

data santri  Putus Sekolah, tingkat presisinya mencapai 0.81. Model sangat 

sensitif dengan Recall 0.88 dari total data santri yang kenyataannya memang 

putus sekolah. Sejalan dengan  tujuan penelitian ini, memprediksi risiko santri 

putus sekolah di pondok pesantren sidogiri. Sedangkan kategori Lulus 

Memiliki performa di bawah kategori Putus Sekolah dengan nila F1-Score 

0,68. Hal ini dipengaruhi oleh jumlah data yang lebih sedikit 65 data 

dibandingkan kategori Putus Sekolah  sebesar 113 data. 
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5.3.2 Pelatihan Model Skanario 2 

Pada skenario 2, pelatihan dilakukan dengan pembagian data sebesar 80% 

untuk data training dan 20% untuk data testing. Proporsi ini bertujuan untuk 

memberikan data pelatihan yang lebih banyak kepada model agar mampu 

mempelajari pola klasifikasi dengan lebih baik. 

Pengujian pada skenario ini model Decision Tree pada penelitian ini 

dibangun menggunakan parameter criterion entropy, dengan nilai max_depth 

sebesar 4, min_samples_leaf sebesar 10, dan min_samples_split sebesar 2. 

Selanjutnya, dilakukan analisis menggunakan diagram learning curve untuk 

mengetahui performa model terhadap variasi jumlah data pelatihan 

Gambar 5. 7 Learning Curve Model Decision Tree Skenario 2 

Grafik Learning Curve pada Skenario 2 (80:20) model memiliki 

kemampuan generalisasi yang baik,  nilai Training Accuracy stabil di kisaran 

0,84–0,85 dan validation Accuracy  nilai meningkat signifikan hingga 

mencapai angka 0,80. 
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Training Accuracy mulai menurun dari nilai 0,90 ini merupakan proses 

wajar di mana model beralih dari sekadar menghafal data menjadi mempelajari 

pola yang lebih luas, sementara meningkatnya nilai validation Accuracy  ketika 

jumlah data latih menambah  sehingga memperkuat kemampuan model dalam 

memprediksi data baru. Model pada skenario 2 ini bebas dari masalah 

overfitting, sehingga struktur pohon keputusan yang terbentuk dianggap stabil 

dan handal untuk digunakan dalam prediksi santri Lulus dan Putus Sekolah. 

Tabel 5. 4 Nilai Entropy dan Information Gain – Rasio 80:20 

Node Feature Entropy  Information 
Gain 

0 kelas 0.948078 0.800135 
1 studytime 0.756208 0.704085 
2 tingkat 0.646167 0.635343 
3 tingkat 0.623013 0.615332 
6 studytime 0.991076 0.848386 
9 interaksi_teman_asrama 0.999538 0.945657 
10 kelas 0.918296 0.716437 
13 pendidikan_wali 0.966870 0.888719 
16 tingkat 0.895079 0.536580 
17 umur 0.687041 0.610674 
18 jarak_rumah 0.462066 0.418030 
21 pendidikan_ayah 0.961237 0.887307 
24 tingkat 0.474007 0.302189 
26 kesehatan 0.873298 0.824572 

Nilai Entropy dan Information Gain pada tabel 5.4 didominasi Faktor 

Akademik berupa atribut kelas, study time, dan atribut tingkat secara konsisten 

terpilih sebagai fitur pemisah di  Node 0-3, yang menunjukkan bahwa variabel 

akademik merupakan prediktor paling kuat dalam menentukan status santri. 

Sedangkan  Root node, Node 0 dimulai dengan Entropi 0,948 dan Information 
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Gain 0,800, yaitu atribut kelas sangat efektif dalam mengurangi ketidakpastian 

data di awal proses klasifikasi.  Pada simpul yang lebih dalam seperti Node 9, 

13, dan 18, model mulai melibatkan faktor sosial dan keluarga seperti interaksi 

teman asrama, pendidikan wali, dan jarak rumah untuk mempertajam prediksi 

pada subset data yang lebih kecil. Nilai entropi terendah terlihat pada Node 18 

yaitu 0,462 dan Node 24 yaitu 0,474, yang berarti pada titik tersebut data sudah 

semakin murni menuju keputusan akhir antara lulus atau putus sekolah. Pada 

tabel   5.3 Satu fitur dapat muncul berkali-kali karena Decision Tree bekerja 

secara lokal, di mana perhitungan Information Gain dilakukan ulang pada 

setiap node menggunakan subset data yang berbeda. Salah satunya, fitur seperti 

tingkat muncul berulang pad Node 2, 3, 8, dan 12 dan kelas Node 0 dan 6, node 

tersebut dapat kembali terpilih apabila pada subset data tersebut masih 

memberikan pengurangan entropy terbesar dibandingkan fitur lainnya. 

Tahap berikutnya membentuk struktur pohon keputusan yang disajikan 

pada Gambar 5.6, untuk menggambarkan proses klasifikasi santri berdasarkan 

atribut-atribut terpilih. Pada pohon keputusan, atribut  sebagai node, cabang 

menyatakan kondisi dari atribut tersebut, dan leaf node memberikan hasil 

prediksi Lulus dan Putuh Sekolah. 
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Gambar 5. 8 Struktur Pohon Keputusan Model Skenario 2 

Struktur Pohon keputusan Model Skenario 2 menempatkan fitur Kelas 

sebagai Root Node dengan nilai Entropy 0,948, yang menjadikannya faktor 

paling kritis dalam menentukan probabilitas kelulusan santri. Di level awal, 

interaksi antara fitur Kelas ≤ 3,5 dan Studytime ≤ 9,5 menjadi pembeda utama 

yang secara dominan mengarahkan prediksi pada status Putus Sekolah. 

Kekuatan model ini juga terlihat pada fitur Tingkat yang muncul berulang kali 

di Node 2, 3, 8, dan 12, menegaskan posisinya sebagai prediktor yang sangat 

kuat dalam memisahkan kelompok yang akan Lulus atau Putus Sekolah.   

Setelah proses pelatihan model selesai dan diperoleh hasil berupa learning 

curve, nilai entropy dan information gain, serta struktur pohon keputusan, 

langkah berikutnya adalah melakukan evaluasi kinerja model dengan 

menggunakan 353 data uji. pengujian menggunakan Confusion Matrix sebagai 

metode evaluasi model prediksi yang akurat dan valid pada setiap kelas. 
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Gambar 5. 9 Confusion Matrix Model Skenario 2 

Matriks pada skenario 2 menunjukkan kemampuan yang jauh lebih tajam 

dalam memprediksi kelas putus sekolah dibandingkan dengan kelas lulus. 

terlihat dari jumlah prediksi benar pada kelas putus sekolah 207 data yang 

mendominasi total data. Dengan tingkat keberhasilan menangkap data kasus 

putus sekolah yang tinggi, model ini sangat efektif dan reliabel untuk 

digunakan sebagai sistem peringatan dini dalam mengidentifikasi santri yang 

berisiko putus sekolah, sehingga langkah pencegahan dapat dilakukan lebih 

awal. Sebanyak 82 data santri lulus dan 207 data santri putus sekolah berhasil 

diprediksi dengan benar sesuai dengan data aktualnya. 

Sedangkan masih terdapat 43 data santri lulus yang salah diprediksi sebagai 

putus sekolah (False Positive), serta 21 data santri putus sekolah yang salah 

diprediksi sebagai lulus (False Negative). 

Setelah fase pelatihan model diselesaikan dengan porsi 80% data, fase 

selanjutnya adalah validasi melalui pengujian 20% data . Langkah ini bertujuan 
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untuk menguji keandalan dan kemampuan generalisasi model dalam 

mengklasifikasikan data santri yang belum pernah ditemui sebelumnya dalam 

proses pembelajaran. 

Melalui skenario pengujian kedua ini, efektivitas algoritma Decision Tree 

diukur secara objektif. Hasil evaluasi mendalam mengenai performa model 

tersebut dirangkum secara detail pada tabel berikut: 

Tabel 5. 5 Hasil Pengujian Model Decision Tree  Skenario 2 

Status Accuracy Precision Recall F1-
Score Support 

Lulus 

0.82 

0.80      0.66 0.72 125 

Putus Sekolah 0.83 0.91 0.87 228 

Macro Avg 0.81 0.78 0.79 335 

Weighted Avg 0.82 0.82 0.81 335 

Tabel 5.5 menjelaskan bahwa nilai presisi untuk kelas Lulus sebesar 0,85, 

yang berarti dari seluruh santri yang diprediksi lulus, sebanyak 85% benar-

benar lulus sesuai dengan data aktual. Sementara itu, nilai presisi untuk kelas 

Putus Sekolah sebesar 0,78, yang menunjukkan bahwa dari seluruh santri yang 

diprediksi putus sekolah, sebanyak 78% benar-benar putus sekolah. 

Nilai recall untuk kelas Lulus sebesar 0,53, yang berarti model hanya 

mampu mengenali 53% dari seluruh santri yang sebenarnya lulus. Dengan 

demikian, masih terdapat sebagian santri yang sebenarnya lulus namun 

diklasifikasikan salah sebagai putus sekolah. Sebaliknya, nilai recall untuk 

kelas Putus Sekolah mencapai 0,95, yang menunjukkan bahwa model mampu 

mengenali hampir seluruh santri yang benar-benar putus sekolah. 
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5.3.3 Pelatihan Model Skanario 3 

  Pada implementasi model pada skenario 3, distribusi dataset diatur dengan 

proporsi 70% sebagai data training dan 30% sebagai data testing. Alokasi 

dataset ini dipilih secara strategis untuk memperkaya referensi model dalam 

mengekstraksi pola-pola klasifikasi secara lebih mendalam dan komprehensif. 

Konfigurasi algoritma Decision Tree pada tahap ini dioptimalkan 

menggunakan parameter spesifik, dengan max depth  4, min_samples_leaf 

sebesar 15 dan min_samples_split  5. Untuk memvalidasi efektivitas skenario 

ini, dilakukan analisis melalui visualisasi Learning Curve. Pendekatan ini 

bertujuan untuk memantau bagaimana performa model berkembang seiring 

dengan penambahan jumlah data pelatihan, sekaligus mendeteksi potensi 

terjadinya overfitting atau underfitting pada hasil akhir. 

Gambar 5. 10 Learning Curve Model Decision Tree Skenario 3 
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Grafik learning curve Gambar 5.10 memberikan gambaran komprehensif 

mengenai hubungan antara penambahan volume data latih dengan tingkat 

akurasi yang dicapai model. Pada awal fase dengan jumlah data latih yang 

sedikit, akurasi pelatihan berada di titik tertinggi (sekitar 0.90). Seiring 

bertambahnya jumlah data latih di atas 600, kemampuan model untuk 

memprediksi santri yang lulus dan santri yang berisiko putus sekolah 

meningkat data hingga mencapai angka 1400, kurva cenderung mengalami 

kesesimbangan di kisaran 0.82 hingga 0.84. Sedangkan Kurva validasi 

menunjukkan peningkatan yang sangat signifikan seiring bertambahnya 

jumlah data latih. Dimulai dari akurasi di bawah 0.55, performa model 

meningkat tajam dan akhirnya mencapai titik stabil pada kisaran 0.78 hingga 

0.80. antara kurva pelatihan dan kurva validasi semakin menyempit seiring 

dengan bertambahnya jumlah data pada titik antara jumlah data 12.000 dengan 

training Accuracy 0.83.  Model mencapai titik optimal ketika jumlah data latih 

berada di atas 12.00, di mana kedua kurva mulai bergerak sejajar. Kondisi ini 

menggambarkan bahwa model Decision Tree pada pelatihan skenario 3 dalam 

posisi  stabil.  

Selanjutnya, Sebagai dasar dalam proses pembentukan struktur pohon 

keputusan, dilakukan perhitungan nilai Entropy dan Information Gain untuk 

setiap atribut. Hasil perhitungan tersebut disajikan dalam Tabel 5.3 dan 

digunakan untuk menentukan atribut dengan tingkat pemisahan terbaik. 
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Tabel 5. 6 Nilai Entropy dan Information Gain – Rasio 70:30 

Node Feature Entropy  Information 
Gain 

0 kelas 0.948418 0.139601 
1 tingkat 0.767033 0.053915 
2 interaksi_teman_asrama 0.678506 0.016613 
3 kelas 0.666317 0.016262 
7 studytime 0.984604 0.064584 
8 umur 0.999411 0.048275 
11 pendapatan_ayah 0.706274 0.199966 
14 tingkat 0.900960 0.365099 
15 umur 0.669996 0.070333 
16 jarak_rumah 0.461216 0.037410 
19 pendidikan_ayah 0.954434 0.093532 
22 tingkat 0.479435 0.170937 
24 kesehatan 0.870864 0.055344 

Tabel ini merinci Information Gain serta tingkat ketidakpastian (Entropy) 

pada setiap node keputusan untuk skenario rasio 70:30. Berdasarkan nilai pada 

tabel 5.6, variabel tingkat pada node 14 mencatatkan nilai Information Gain 

tertinggi sebesar 0.365099. Hal ini menunjukkan bahwa jenjang pendidikan 

atau tingkatan kelas merupakan pembeda paling krusial dalam memprediksi 

status santri Lulus dan Putus Sekolah. Fitur pendapatan ayah pada node 11 dan 

pendidikan ayah node 19 juga menunjukkan pengaruh yang signifikan dengan 

nilai perolehan informasi masing-masing sebesar 0.199966 dan 0.093532. Ini 

mengindikasikan bahwa kondisi latar belakang keluarga memiliki korelasi kuat 

terhadap keberlanjutan pendidikan santri.  

Berdasarkan hasil pelatihan model Decision Tree dengan parameter max 

depth sebesar 4, min_samples_leaf sebesar 15, dan min_samples_split 5 dengan 
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data latih 70% dari dataset dengan jumlah data latih 1.234. selanjutnya 

dibentuk struktur pohon keputusan yang digunakan dalam proses klasifikasi 

 

Gambar 5. 11 Struktur Pohon Keputusan Model Skenario 3 

Pada Model  Skenario 3 ini, model dilatih menggunakan 1.234 sampel data. 

Meskipun jumlah data latih lebih sedikit dibandingkan skenario sebelumnya, 

pola utama yang terbentuk tetap menunjukkan konsistensi pada variabel 

akademik. Node 0 sebgai root node. Atribut kelas dengan aturan ≤ 3.5 tetap 

menjadi pemisah utama dengan nilai Entropi 0,948 menunjukkan tingkat 

ketidakpastian awal yang tinggi bagi 1.234 santri sebelum dilakukan 

pemisahan. Setelah dipisahkan oleh kelas, atribut tingkat ≤ 55.0 dan Atribut 

interaksi teman asrama ≤ 4.5 pada node 1 dan 2  menjadi faktor krusial 

berikutnya yang menentukan dominasi status santri putus sekolah. 

Sedangkan entropi tertinggi terjadi pada node 5 yaitu atribut umur sebesar 

0,999, yang menandakan bahwa pada kelompok 70 santri tersebut, sebaran 

antara yang lulus dan putus sekolah hampir seimbang, sehingga model 
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memerlukan kriteria tambahan untuk memutuskannya. Sementara Entropi 

terendah terdapat pada node 9 yaitu atribut jarak rumah sebesar 0,461 dan node 

11 atribut tingkat sebesar 0,479.   

Setelah seluruh parameter model seperti learning curve dan struktur pohon 

dan entropy dan information gain terbentuk, kinerja sistem diuji menggunakan 

data pengujian sebanyak 530 sampel. Pengujian ini menerapkan metode 

Confusion Matrix guna memperoleh gambaran yang objektif mengenai 

ketepatan klasifikasi model pada masing-masing kategori, baik untuk santri 

lulus maupun putus sekolah. 

Gambar 5. 12 Matrix Confusion Pengujian Data Latih Model Skenario 3 
 

Hasil evaluasi menggunakan Confusion Matrix pada model Skenario 3 

(70:30) terhadap 530 data uji menunjukkan tingkat validitas yang tinggi. Model 

berhasil mengklasifikasikan 285 santri ke dalam kategori 'Putus Sekolah' 

secara tepat dan 136 santri pada kategori 'Lulus'. Dengan total 421 prediksi 
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yang akurat, model ini membuktikan ketangguhannya dalam mengenali pola 

data santri meskipun menggunakan porsi data pelatihan yang lebih sedikit 

dibandingkan skenario sebelumnya. Hal ini menegaskan bahwa atribut 

akademik seperti kelas dan tingkat yang muncul pada pohon keputusan pada 

Gambar 5.12 memiliki relevansi kuat terhadap kondisi aktual santri. 

Kemudian setelah melalui fase pelatihan model diselesaikan menggunakan 

proporsi data 70%, tahapan berikutnya adalah validasi melalui pengujian 

terhadap 30% sisa data. Langkah ini krusial untuk mengukur keandalan serta 

kemampuan generalisasi model dalam mengklasifikasikan data santri yang 

belum pernah terlibat dalam proses pembelajaran sebelumnya. Melalui 

skenario pengujian ini, efektivitas model Decision Tree dievaluasi secara 

objektif, di mana hasil pengukuran performa model tersebut dirangkum secara 

mendalam pada tabel berikut. 

Tabel 5. 7 Hasil Pengujian Model Decision Tree  Skenario 3 

Status Accuracy Precision Recall F1-
Score Support 

Lulus 

0.80 

0.75      0.68 0.72 199 

Putus Sekolah 0.82 0.86 0.84 330 

Macro Avg 0.79 0.77 0.78 529 

Weighted Avg 0.79 0.80 0.79 529 

  Hasil pengujian model skenario 3 dengan rasio 70:30 dan pembatasan 

parameter max depth pada level 4 menghasilkan performa yang seimbang.  

Model mencapai tingkat akurasi 0,80 untuk kategori Lulus dan 0,82 untuk 

kategori Putus Sekolah. Secara rata-rata akurasi model berada pada angka 0,79. 

Model pada skenario ini terlihat pada nilai Recall kategori Putus Sekolah yang 
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mencapai 0,86, menandakan efektivitas model dalam menangkap sebagian 

besar data santri putu sekolah  pada 330 sampel data uji kategori tersebut. 

Meskipun porsi data latih dikurangi menjadi 70%, penerapan parameter min 

samples leaf sebesar 15 terbukti mampu menjaga stabilitas model dalam 

menggeneralisasi pola data santri secara objektif dan valid. 

5.3.4 Pelatihan Model Skanario 4 

Pada skenario ini, porsi data uji ditingkatkan secara signifikan untuk 

menguji ketangguhan model pada volume data yang lebih besar. Data latih 

60% Sekitar 1.058 sampel digunakan oleh model untuk mempelajari pola 

prediksi data santri lulus dan putus sekolah. sedangkan data uji  40%  Sekitar 

706 sampel digunakan untuk melakukan validasi akhir. Porsi ini merupakan 

tantangan terbesar bagi model karena referensi belajar yang lebih sedikit 

dibandingkan skenario-skenario sebelumnya 

Pada tahap ini, Model Decision Tree dikonfigurasi menggunakan Criterion 

Entropy dengan parameter kontrol berupa max_depth sebesar 6, 

min_samples_leaf sebanyak 8, dan min_samples_split sejumlah 6. Penyesuaian 

parameter ini dilakukan untuk mengoptimalkan kemampuan model dalam 

mengenali pola data yang lebih spesifik meskipun porsi data pelatihan 

berkurang, sekaligus menjaga agar model tetap memiliki kemampuan 

eneralisasi yang stabil saat dihadapkan pada 706 data uji yang belum pernah 

dipelajari sebelumnya. Pada  model skenario 4 visualisasi Learning Curve 

sebagai dilakukan untuk memantau perilaku pelatihan model. 
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Gambar 5. 13 Learning Curve Model Decision Tree Skenario 4 

Berdasarkan hasil visualisasi learning curve gambar 5.13, bagaimana 

model Decision Tree beradaptasi terhadap pembagian data pelatihan sebesar 

60% untuk mengenali pola santri yang lulus maupun putus sekolah. Pada awal 

fase pada training accuracy jumlah data < 400, model menunjukkan akurasi 

yang sangat tinggi di atas 0.90, namun kemudian mengalami penyesuaian 

hingga stabil di kisaran 0.83 - 0.85. Hal ini menandakan bahwa penggunaan 

parameter max_depth sebesar 6 efektif dalam mencegah model menghafal data 

secara berlebihan (overfitting), sehingga tetap fleksibel terhadap variasi data 

baru. jarak terlihat antara kurva pelatihan dan kurva validasi semakin 

menyempit saat jumlah data latih mendekati angka maksimal yaitu 1400. 

Fenomena ini menunjukkan bahwa model telah mencapai titik stabilitas yang 

baik. Dengan konfigurasi parameter yang digunakan, model Decision Tree 

mampu membedakan karakteristik santri yang lulus dan putus sekolah. 
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Setelah mengevaluasi performa model melalui learning curve, langkah 

krusial berikutnya adalah membedah mekanisme internal pohon keputusan 

dalam mengolah data. Guna memberikan transparansi terhadap proses 

klasifikasi, tahapan ini akan menyajikan nilai Entropy dan Information Gain 

untuk setiap atribut yang digunakan. 

Penyajian data pada tabel berikut berfungsi untuk memetakan variabel 

mana yang memiliki kontribusi paling signifikan dalam membedakan santri 

yang lulus dan putus sekolah. Dengan memahami besaran nilai perolehan 

informasi  dapat mengidentifikasi fitur utama yang menjadi dasar pengambilan 

keputusan model dalam membagi data ke dalam kelompok yang lebih 

homogen. 

Tabel 5. 8 Nilai Entropy dan Information Gain – Rasio 60:40 

Node Feature Entropy  Information 
Gain 

0 kelas 0.948401 0.144124 
1 tingkat 0.762821 0.052733 
2 interaksi_teman_asrama 0.677305 0.015438 
3 kelas 0.665972 0.016334 
7 umur 0.982859 0.057120 
8 umur 0.998933 0.052117 
11 pendidikan_Ibu 0.779350 0.121845 
14 tingkat 0.895607 0.361348 
15 umur 0.673655 0.117867 
16 umur 0.378959 0.041876 
19 kehadiran 0.985228 0.093402 
22 tingkat 0.477071 0.155286 
24 umur 0.836641 0.059032 
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Berdasarkan hasil pengolahan data pada model skenario 1 rasio 60:40, 

Tabel 5.8 menyajikan rincian nilai Entropy dan Information Gain yang menjadi 

basis pembentukan pohon keputusan, di mana atribut tingkat pada node 14 

muncul sebagai fitur paling berpengaruh dengan nilai perolehan informasi 

tertinggi sebesar 0.361348. Dominasi variabel akademik juga terlihat pada 

node 22 tingkat dan node 0 kelas yang memiliki kontribusi signifikan dalam 

membagi data ke dalam kelompok yang lebih homogen, sementara atribut   

umur muncul berulang kali di berbagai node 7, 8, 15, 16, dan 24 sebagai 

parameter pendukung untuk mempertajam klasifikasi. Selain itu, keterlibatan 

faktor eksternal seperti pendidikan Ibu pada node 11 dengan nilai Information 

Gain 0.121845 serta tingkat kehadiran pada node 19 menunjukkan bahwa 

model secara sistematis mengintegrasikan aspek akademik, latar belakang 

keluarga, dan kedisiplinan santri untuk memprediksi santri putus sekolah 

secara akurat. 

Setelah proses pelatihan selesai menggunakan 1.058 data latih 60% dari 

total dataset, model berhasil membentuk struktur pohon keputusan yang 

menjadi dasar logika klasifikasi. Dengan parameter max_depth=6, pohon ini 

memiliki kedalaman maksimal enam tingkatan, yang memungkinkannya 

menangkap hubungan antar fitur secara lebih detail dibandingkan skenario 

sebelumnya. 
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Gambar 5. 14 Struktur Pohon Keputusan Model Skenario 4 

Gambar 5.14 menjelaskan bahwa Root Node 0 Pohon dimulai dengan fitur 

kelas pada ambang batas ≤ 3.5$ sebagai pembeda utama. node ini memiliki 

entropy tertinggi sebesar 0.948 dengan total 1.057 sampel, yang menunjukkan 

bahwa fitur kelas adalah variabel paling berpengaruh dalam menentukan 

apakah seorang santri berisiko putus sekolah atau tetap lulus. Atribut interaksi 

teman asrama muncul sebagai faktor penentu pada node 2, menunjukkan 

memiliki dampak terhadap dominasi kelas Putus Sekolah dengan entropy 

0.677.  Sedangkan pada node 6, pendidikan_ibu ≤ 3.5 menjadi indikator 

penting bagi santri yang cenderung masuk ke kategori Lulus.  Faktor Usia: 

atribut umur muncul berulang kali pada node 8, 9, dan 12, menandakan adanya 

korelasi kuat antara usia santri dengan tingkat kelulusan. Dengan dominasi 

kelas yang bervariasi antara Lulus dan Putus Sekolah pada tiap node, model 

menunjukkan kemampuan adaptasi yang baik. Hal ini didukung oleh validation 

accuracy yang menyentuh angka 80% pada grafik pelatihan pada gambar 5.13 
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Setelah proses pelatihan model rampung dan struktur pohon serta parameter 

optimasi seperti entropy dan information gain terbentuk, langkah selanjutnya 

adalah melakukan pengujian formal. Proses pengujian ini menerapkan metode 

Confusion Matrix dengan menyiapkan data uji sebanyak 40% dari dataset 

sebesar 706 data. Penggunaan data yang belum pernah dilihat model selama 

pelatihan ini bertujuan untuk memperoleh gambaran yang utuh serta objektif 

mengenai ketepatan klasifikasi model pada masing-masing kategori, baik 

untuk santri lulus maupun putus sekolah. 

 

Gambar 5. 15 Matrix Confusion Pengujian Data Latih Model Skenario 4 

Berdasarkan hasil pengujian yang disajikan pada Gambar 5.15, dilakukan 

evaluasi terhadap 706 data testing mewakili 40% dari total dataset. Tahap akhir 

dari eksperimen skenario ini adalah membedah performa prediksi 

menggunakan metode Confusion Matrix. Model berhasil mendeteksi secara 

akurat sebanyak 385 santri yang memang benar-benar berada dalam kategori 
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putus sekolah.dan berhasi mengklasifikasikan 180 santri yang lulus dengan 

tepat. Namun, terdapat kesalahan prediksi pada 91 data santri lulus yang 

diprediksi putus sekolah dan 50 santri putus sekolah yang luput dari prediksi 

model. Hasil model menunjukkan bahwa model memiliki kemampuan yang 

lebih kuat dalam membedakan pola santri putus sekolah dibandingkan santri 

yang lulus, sesuai dengan tujuan utama klasifikasi. 

Tabel 5. 9 Hasil Pengujian Model Decision Tree  Skenario 4 

Kelas Accuracy Precision Recall F1-
Score Support 

Lulus 

0.78 

0.73 0.66 0.70 271 

Putus Sekolah 0.80   0.85 0.83 435 

Macro Avg 0.77 0.76 0.76 706 

Weighted Avg 0.78 0.78 0.78 706 

Berdasarkan hasil evaluasi kinerja model Decision Tree tabel 5.9, diperoleh 

nilai akurasi sebesar 0,78, yang menunjukkan bahwa sebagian mayoritas data 

dapat diklasifikasikan dengan benar. Pada kelas Lulus, model menghasilkan 

nilai precision sebesar 0,73, recall 0,66, dan F1-score 0,70, yang 

mengindikasikan bahwa masih terdapat sebagian santri lulus yang belum 

berhasil dikenali secara optimal. 

Sementara, pada kelas Putus Sekolah, model menunjukkan performa yang 

lebih baik dengan nilai precision 0,80, recall 0,85, dan F1-score 0,83, 

menandakan kemampuan model yang tinggi dalam mengidentifikasi santri 

yang berpotensi putus sekolah.   
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5.4 Tuning Parameter Decision Tree 

Pada fase ini dilakukan proses tuning parameter pada metode Decision 

Tree. Tujuan dilakukannya tuning parameter adalah untuk menemukan 

keseimbangan optimal antara performa prediksi dan kemampuan generalisasi 

model, sehingga model tidak mengalami overfitting maupun underfitting, 

sebagaimana dikemukakan oleh Breiman (2001). 

Parameter tuning Decision Tree yang digunakan dalam penelitian ini 

ditampilkan pada Tabel 5.10. Parameter-parameter tersebut berperan dalam 

mengontrol kompleksitas model dan kualitas pemisahan data 

Tabel 5. 10 Parameter Tuning Decision Tree 

Parameter Nilai Fungsi / Keterangan 

criterion Gini, 
Entropy 

Menentukan metode pengukuran 
kualitas pemisahan node. Opsi: 
gini (Gini Impurity) dan entropy 
(Information Gain). 

max_depth 3,5,7,100 
dan none 

Menentukan kedalaman maksimum 
pohon. Semakin besar nilainya, 
pohon semakin kompleks dan 
berisiko overfitting. 

min_samples_split 2,5,10 
Jumlah minimum sampel yang 
diperlukan untuk membagi (split) 
sebuah node internal. 

min_samples_leaf 1,2,3,5 

Jumlah minimum sampel yang 
harus ada pada node daun. 
Digunakan untuk meningkatkan 
generalisasi model. 

Dengan menyetel parameter dan nilai seperti max_depth, dan 

min_samples_split,  dapat mengontrol kompleksitas setiap pohon keputusan 

sehingga model tidak hanya sekadar menghafal data latihan, tetapi juga mampu 

memberikan prediksi yang akurat ketika menghadapi data baru yang belum 
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pernah dilihat sebelumnya Probst et al. (2019). Selain itu, proses tuning ini 

berfungsi untuk mengoptimalkan penggunaan sumber daya komputasi dan 

menyesuaikan sensitivitas model terhadap ketidakseimbangan kelas 

(imbalanced data) melalui pengaturan bobot, sehingga hasil akhir model 

menjadi lebih stabil dan reliabel dalam mengklasifikasikan data yang tidak 

seimbang Pratama (2020). 

Selanjutnya, untuk memperoleh performa model Decision Tree yang 

optimal dalam memprediksi status Lulus dan Putus Sekolah, dilakukan 

serangkaian pengujian menggunakan metode parameter tuning, untuk mencari 

kombinasi parameter terbaik, dengan mengaur max_depth dan kriteria 

pembagian data, untuk menghasilkan tingkat akurasi maksimal. Pada fase 

pengujian ini proses tuning parameter diujicoba menggunakan metode 

GridSearchCV, sebuah teknik pencarian parameter secara sistematis dengan 

menguji seluruh kombinasi parameter yang telah ditentukan melalui proses 

cross-validation. 

Kemudian setelah megatur seluruh kebutuhan parameter dan menentukan 

data uji, diperoleh 10 kombinasi parameter yang diujikan, sebagaimana 

disajikan pada tabel 5.11. 
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Tabel 5. 11 Hasil Tuning Parameter Model Decision Tree 

No Criterion Max 
Depth 

Min Samples 
Split 

Min 
Samples 

Leaf 
Accuracy 

1 entropy 3 100 20 0.819858 
2 gini 3 100 20 0.819858 
3 gini 3 20 20 0.817730 
4 gini 3 50 20 0.817730 
5 entropy 3 20 20 0.817730 
6 entropy 3 50 20 0.817730 
7 entropy 3 100 10 0.817021 
8 gini 3 100 10 0.817021 
9 gini 3 50 10 0.814894 
10 gini 3 20 10 0.814894 

Hasil pengujian tuning parameter dengan metode GridSearchCV, diperoleh 

10 kombinasi parameter sebagaimana diuraikan pada tabel 5.11. Model dengan 

performa terbaik diperoleh pada criterion entropy dan gini dengan max_depth 

= 3, min_samples_split = 100, dan min_samples_leaf = 20, yang sama-sama 

menghasilkan akurasi tertinggi sebesar 0,819858. Hal ini menunjukkan bahwa 

pohon dengan kedalaman dangkal dan jumlah sampel minimum yang besar 

mampu menghasilkan generalisasi yang lebih baik serta mengurangi risiko 

overfitting. 
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Langkah selanjutnya mengimplementasikan tuning parameter dengan nilai 

yang telah ditentukan secara otomatis menggunakan GridSearchCV pada 

metode Decision Tree dalam meprediski santri putus sekolah 

Gambar 5. 16  Hasil Evaluasi Decision Tree dengan Tuning Parameter 

Hasil pengujian model Decision Tree setelah melakukan tuning parameter 

sebagaimana disajikan pada Gambar 5.16 menunjukkan bahwa model dengan 

parameter terbaik. Model Decision Tree dengan parameter terbaik yaitu 

criterion = gini, max_depth = 3, min_samples_split = 100, dan 

min_samples_leaf = 20 menghasilkan akurasi sebesar 81,30%. Konfigurasi ini 

menunjukkan bahwa pohon keputusan yang sederhana mampu memberikan 

performa yang stabil dan menghindari overfitting. 

Berdasarkan classification report, kelas Putus Sekolah memiliki performa 

lebih baik dengan recall 0,89 dan F1-score 0,86, yang berarti model sangat baik 

dalam mendeteksi santri yang berisiko putus sekolah. Sementara itu, kelas 

Lulus memiliki recall 0,68, menandakan masih terdapat sebagian santri lulus 

yang salah dalam prediksi. menunjukkan bahwa model cukup stabil dan efektif 

dalam melakukan klasifikasi potensi putus sekolah santri. 
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5.5 Pengujian Model Decision Tree 

Tahap evaluasi dilakukan dengan menyeleksi hasil prediksi optimal dari 

seluruh skenario pengujian metode Decision Tree. Mengingat setiap skenario 

menerapkan kombinasi parameter dan rasio pembagian dataset yang berbeda, 

maka performa model yang dihasilkan tentunya bervariasi. 

Dari keempat skenario tersebut, model dengan nilai akurasi tertinggi 

ditentukan sebagai representasi performa terbaik untuk metode Decision Tree. 

Capaian optimal skenario selanjutnya digunakan sebagai parameter 

pembanding terhadap metode lain dalam penelitian ini. Ringkasan evaluasi 

hasil terbaik dari setiap skenario disajikan sebagai berikut 

Tabel 5. 12 Evaluasi Performance Metode Decision Tree 

Skenario Status Accur
acy 

Precisio
n Recall F1-

Score 
Suppo

rt 

1 Lulus 
0.79 

0.75       0.62 0.68 65 
Putus Sekolah 0.81 0.88 0.84 113 

2 Lulus 
0.82 

0.80      0.66 0.72 125 
Putus Sekolah 0.83 0.91 0.87 228 

3 Lulus 
0.80 

0.75      0.68 0.72 199 
Putus Sekolah 0.82 0.86 0.84 330 

4 Lulus 
0.78 

0.73 0.66 0.70 271 
Putus Sekolah 0.80   0.85 0.83 435 

Berdasarkan data pada Tabel 5.12, berikut adalah penjelasan mengenai 

evaluasi performa metode Decision Tree dari empat skenario yang telah diuji. 

Performa tertinggi, skenario 2 menunjukkan hasil paling optimal dengan 

akurasi sebesar 0,82. Pada skenario ini, kemampuan model dalam 
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mengidentifikasi santri "Putus Sekolah" mencapai nilai precision tertinggi 

sebesar 0,83 dan recall 0,91, yang menghasilkan F1-score sebesar 0,87. 

Sedangkan konsistensi klasifikasi, Secara umum, model di seluruh skenario 

menunjukkan performa yang lebih unggul dalam mendeteksi kelas Putus 

Sekolah dibandingkan kelas Lulus. Hal ini terlihat dari nilai recall dan F1-

score yang secara konsisten lebih tinggi pada kategori Putus Sekolah di setiap 

skenario. 

Sementara kestabilan model, pada skenario 3 memiliki akurasi sebesar 0,80 

dengan nilai F1-score yang seimbang, 0,72 untuk Lulus dan 0,84 untuk Putus 

Sekolah, model skenario 3 menunjukkan kemampuan generalisasi yang cukup 

stabil dengan jumlah support data yang lebih besar dibandingkan skenario 1 

dan 2. Sedangkan Skenario dengan data terbanyak yaitu skenario 4.  Meskipun 

memiliki jumlah support tertinggi total 706 data, skenario 4 mencatatkan 

akurasi terendah sebesar 0,78. Hal ini sesuai dengan pengamatan pada 

confusion matrix sebelumnya yang menunjukkan adanya 91 kesalahan prediksi 

pada kelas Lulus dan 50 pada kelas Putus Sekolah. 

Kesimpulan akhir pada model Decision Tree dari hasil evaluasi tersebut, 

Skenario 2 dipilih sebagai representasi terbaik metode Decision Tree karena 

memiliki tingkat akurasi dan keseimbangan metrik ( precision, recall, f1-score) 

yang paling kompetitif. Struktur pohon pada skenario ini terbukti paling efektif 

dalam mengekstrak informasi dari fitur-fitur dominan seperti kelas, tingkat 

pendidikan, dan umur. 
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 BAB VI 

PEMBAHASAN 

 

6.1 Performa Pengujian Random Forest dan Decision Tree 

Dalam penelitian ini, proses pengujian dilakukan melalui pendekatan 

eksperimental dengan memvariasikan rasio pembagian data latih dan data uji, 

mulai dari proporsi 90:10 hingga 60:40. Langkah ini bertujuan untuk 

mengevaluasi stabilitas dan konsistensi performa algoritma Decision Tree 

(DT) dan Random Forest (RF) dalam menghadapi volume data yang berbeda. 

Eksperimen dimulai dengan Rasio 90:10 pada model skenario 1, di mana 

model diberikan akses maksimal terhadap data pelatihan untuk 

mengidentifikasi pola dasar. Meskipun menunjukkan akurasi tinggi pada fase 

awal, pengujian pada porsi data uji yang kecil cenderung menghasilkan 

variansi yang fluktuatif. Selanjutnya, pada Rasio 80:20 dan 70:30 pada 

skenario 2 & 3, dilakukan penambahan porsi data uji secara bertahap. Hasilnya 

menunjukkan adanya konvergensi pada Learning Curve, yang menandakan 

peningkatan kemampuan generalisasi model seiring dengan bertambahnya 

sampel evaluasi. 

Tahap akhir menggunakan rasio 60:40 pada Skenario 4, yang memberikan 

tantangan pengujian paling berat dengan porsi data uji sebesar 40% 706 data. 

Pada tahap ini, model diuji tingkat objektivitasnya dalam mengklasifikasikan 

data yang belum pernah ditemui. Melalui Confusion Matrix, terlihat bahwa 

model mampu mempertahankan akurasi yang stabil meskipun dihadapkan pada 
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porsi data uji yang lebih besar.Penilaian terhadap performa kedua metode 

tersebut dilakukan secara komprehensif berdasarkan empat indikator, 

Accuracy, Precision, Recall, dan F1-Score, Merupakan perpaduan antara 

Precision dan Recall yang memberikan ukuran keseimbangan antara ketepatan 

dan kelengkapan hasil prediksi 

Hasil keseluruhan dari rangkaian pengujian tersebut direkapitulasi dalam 

tabel berikut: 

Tabel 6. 1 Perbandingan Performa Keseluruhan Skenario 

Model Sken
ario Status Accura

cy 
Precisi

on 
Reca

ll 
F1-

Score 
Supp
ort 

Decision 

Tree 

1 
Lulus 

0.79 
0.75 0.62 0.68 65 

Putus 
Sekolah 0.81 0.88 0.84 113 

2 
Lulus 

0.82 
0.80 0.66 0.72 125 

Putus 
Sekolah 0.83 0.91 0.87 228 

3 
Lulus 

0.80 
0.75 0.68 0.72 199 

Putus 
Sekolah 0.82 0.86 0.84 330 

4 
Lulus 

0.78 
0.73 0.66 0.70 271 

Putus 
Sekolah 0.80 0.85 0.83 435 

Random 

Forest 

1 
Lulus 

0.83 
0.87 0.63 0.73 65 

Putus 
Sekolah 

0.82 0.95 0.88 112 

2 
Lulus 

0.81 
0.87 0.62 0.72 130 

Putus 
Sekolah 0.81 0.95 0.87 223 

3 
Lulus 

0.82 
0.83 0.65 0.73 194 

Putus 
Sekolah 

0.82 0.92 0.87 335 

4 
Lulus 

0.84 
0.86 0.66 0.75 259 

Putus 
Sekolah 0.83 0.94 0.88 447 
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Berdasarkan ringkasan hasil pengujian pada tabel 6.1. Secara 

komprehensif, model Random Forest menunjukkan keunggulan performa yang 

signifikan dibandingkan dengan Decision Tree dalam mengklasifikasikan data 

santri. Berdasarkan hasil pengujian yang telah dipaparkan, keunggulan ini 

terlihat jelas pada beberapa aspek krusial: 

1. Ketepatan Klasifikasi (Accuracy); Model Random Forest mencapai 

nilai akurasi tertinggi sebesar 0,84 Skenario 4, mengungguli capaian 

terbaik Decision Tree yang berada di angka 0,82 pada Skenario 2. 

2. Keandalan Prediksi Positif (Precision): Pada kelas Putus Sekolah, 

Random Forest secara konsisten menghasilkan nilai precision yang 

lebih tinggi dan stabil berkisar 0,82 - 0,83 dibandingkan Decision Tree. 

3. Kemampuan Menangkap Data (Recall): Random Forest unggul dalam 

meminimalisir kesalahan deteksi dini dengan nilai recall mencapai 0,94 

hingga 0,95, memastikan sangat sedikit santri berisiko yang terlewat 

oleh sistem. 

4. Keseimbangan Metrik (F1-Score): Sebagai perpaduan antara ketepatan 

dan kelengkapan, nilai F1-Score Random Forest yang menyentuh 0,88 

pada kelas Putus Sekolah menunjukkan bahwa model ini adalah yang 

paling seimbang dan optimal untuk diimplementasikan. 

Kesimpulan akhir, model Random Forest menunjukkan keunggulan 

performa yang signifikan dibandingkan dengan Decision Tree dalam 

memprediksi data santri baik lulus maupun putus sekolah. 
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6.2 Perbandingan Metode Menggunakan Confusion Matrix 

Evaluasi mendalam dilakukan melalui pembedahan nilai matriks konfusi 

untuk meninjau distribusi prediksi benar dan kesalahan klasifikasi 

(misclassification) pada setiap skenario. Matriks ini menjadi instrumen krusial 

untuk mengukur sensitivitas model terhadap masing-masing kelas target. Hasil 

performa pengujian model berdasarkan Confusion Matrix sebai berikut. 

Tabel 6. 2 Performa Pengujian Model berdasarkan Confusion Matrix 

Model Skenario kelas Prediksi 
Lulus 

Prediksi 
Putus 

Sekolah 

Decision 
Tree 

1 
Aktual Lulus 40 24 
Aktual Putus Sekolah 13 100 

2 
Aktual Lulus 82 43 
Aktual Putus Sekolah 21 207 

3 
Aktual Lulus 136 63 
Aktual Putus Sekolah 45 285 

4 
Aktual Lulus 180 91 
Aktual Putus Sekolah 50 385 

Random 
Forest 

1 Aktual Lulus 41 24 
Aktual Putus Sekolah 6 106 

2 
Aktual Lulus 79 51 
Aktual Putus Sekolah 14 209 

3 
Aktual Lulus 126 68 
Aktual Putus Sekolah 26 309 

4 
Aktual Lulus 169 90 
Aktual Putus Sekolah 33 414 

 
Model Random Forest menunjukkan keunggulan yang lebih superior dalam 

mereduksi tingkat kesalahan klasifikasi, khususnya pada nilai False Negative 

santri putus sekolah yang diprediksi lulus Pada Skenario 4, Random Forest 
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mencatatkan angka True Positive tertinggi sebesar 414 data, jauh melampaui 

Decision Tree  sebesar 385 data.  Random Forest berhasil menekan angka data 

santri putus sekolah yang luput dari prediksi hingga hanya 33 data, sementara 

Decision Tree  mencatat 50 data yang luput. 

Mekanisme ensemble yang menggabungkan banyak pohon keputusan pada 

Random Forest terbukti lebih efektif dalam menangani ambiguitas data 

dibandingkan Decision Tree  tunggal. Hal ini terlihat dari konsistensi Random 

Forest yang tetap mampu mendeteksi kategori "Aktual Putus Sekolah" dengan 

presisi tinggi di setiap skenario. 

Secara metodologis, Random Forest memiliki kapabilitas generalisasi yang 

lebih kuat, terbukti dari rendahnya nilai False Negative di seluruh skenario 

dibandingkan Decision Tree. Seiring bertambahnya jumlah data uji pada 

Skenario 1 ke Skenario 4, Random Forest menunjukkan peningkatan performa 

yang lebih stabil, sedangkan DT mengalami peningkatan kesalahan klasifikasi 

misclassification yang lebih cepat 

Gambar 6. 1 Hasil Confusion Matrix Random Forest dan Decision Tree 

 Gambar 6.1  menyajikan representasi visual dari distribusi metrik 

Confusion Matrix, yang mencakup True Negative (TN), False Positive (FP), 
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False Negative (FN), dan True Positive (TP) untuk seluruh skenario pengujian 

pada metode Random Forest (RF) dan Decision Tree (DT). Diagram batang ini 

memberikan simulasi komparatif mengenai efektivitas kedua model seiring 

dengan peningkatan volume data dari Skenario 1 hingga Skenario 4. 

6.3 Implementasi Metode Terbaik 

Berdasarkan hasil analisis komparatif, penelitian ini mengimplementasikan 

algoritma Random Forest sebagai metode terbaik untuk diterapkan dalam 

sistem prediksi status santri Lulus maupun Putus Sekolah. Pemilihan ini 

didasarkan pada capaian akurasi tertinggi sebesar 0,84 serta kemampuan 

deteksi yang sangat tajam terhadap kategori santri berisiko putus sekolah, yang 

dibuktikan dengan nilai recall mencapai 0,94 dan F1-score sebesar 0,88. 

Keunggulan model Random Forest dalam meminimalkan kesalahan prediksi 

dibandingkan Decision Tree menunjukkan bahwa mekanisme ensemble 

learning pada Random Forest lebih stabil dan andal dalam menangani 

kompleksitas data, sehingga sangat layak dijadikan instrumen pengambilan 

keputusan strategis bagi pihak pondok pesantren sidogiri dalam prediksi santri 

putus sekolah. 

6.4 Prediksi Putus Sekolah dalam Pandangan Islam 

Dalam perspektif Islam, pendidikan merupakan pilar fundamental dalam 

pembentukan karakter dan akhlak seorang muslim. Al-Qur’an dan hadis secara 

tegas menekankan urgensi menuntut ilmu sebagai jalan untuk meraih 

kemuliaan, sebagaimana firman Allah dalam QS. Al-Mujādalah [58]:11: 
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﴾ تٍاجَرََد مَلْعِلْا اوُتوُأ نَیذَِّلاوَ مْكُنمِ اوُنمَآ نَیذَِّلاُ ûَِّ عَفرَْی ﴿  
 

Artinya“Allah akan meninggikan derajat orang-orang yang beriman di 

antara kamu dan orang-orang yang diberi ilmu pengetahuan beberapa 

derajat.” 

Ayat QS. Al-Mujādalah [58]:11 menegaskan bahwa Allah meninggikan 

derajat orang-orang yang beriman dan berilmu. Pesan ini menunjukkan bahwa 

pendidikan bukan hanya sarana intelektual, tetapi juga jalan spiritual untuk 

memperoleh kemuliaan di sisi Allah. Dalam konteks penelitian prediksi santri 

putus sekolah, ayat ini mengandung makna bahwa menjaga keberlanjutan 

pendidikan santri adalah bagian dari upaya menjaga derajat dan masa depan 

mereka, baik secara duniawi maupun ukhrawi. Oleh karena itu, penggunaan 

teknologi seperti machine learning untuk mendeteksi santri yang berisiko putus 

sekolah bukan sekadar aktivitas teknis, tetapi merupakan ikhtiar proaktif agar 

tidak ada santri yang terlepas dari kesempatan meraih ilmu dan kemuliaan yang 

dijanjikan Allah. Dengan mendeteksi risiko lebih awal, pesantren dapat 

memberikan pendampingan, bimbingan, dan intervensi yang tepat sehingga 

santri tetap berada pada jalur pendidikan. 

 Pentingnya pendidikan juga ditegaskan dalam sabda Nabi Muhammad صلى الله عليه وسلم 

yang diriwayatkan oleh Ibnu Majah (hadis sahih menurut sebagian ulama): 

  مٍلِسْمُ لِّكُ ىَلعٌَ ةضَیرَِف مِلْعِلْا بَُلطَ

 

Artinya “Menuntut ilmu adalah kewajiban bagi setiap muslim.” 
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Selain itu, Rasulullah صلى الله عليه وسلم bersabda dalam hadis sahih riwayat Muslim: 

ةَِّنجَلا ىَلِإ اًقیرِطَ ھِِبُ ھَلُ َّ� لََّھسَ امًلْعِ ھِیِف سُمَِتلَْی اًقیرِطَ كََلسَ نْمَ  
 

Artinya “Barang siapa menempuh jalan untuk mencari ilmu, Allah akan 

mudahkan baginya jalan menuju surga.” 

Ayat dan hadis-hadis tersebut menegaskan bahwa menjaga 

keberlangsungan proses pendidikan merupakan kewajiban syar’i sekaligus 

jalan menuju kemuliaan dunia dan akhirat. Dalam konteks penelitian prediksi 

santri putus sekolah, nilai-nilai ini memberi pesan jelas bahwa upaya mencegah 

terjadinya putus sekolah merupakan bagian dari menjaga derajat dan masa 

depan santri. Ketika seorang santri berhenti menuntut ilmu, ia kehilangan 

kesempatan meraih keutamaan yang Allah dan Rasul-Nya janjikan. 

Sejalan dengan perkembangan teknologi, Penerapan machine learning 

algoritma Random Forest dan Decision Tree merupakan manifestasi dari 

konsep al-akhdzu bil-asbāb, yaitu ikhtiar maksimal menggunakan sarana 

mutakhir untuk meraih kemaslahatan. Dalam kerangka Maqāṣid al-Syarī‘ah, 

upaya ini bagian implementasi nyata dari ḥifẓ al-‘aql (menjaga akal) dan ḥifẓ 

al-nasl (menjaga keberlangsungan generasi). Dengan mendeteksi risiko santri 

putus sekolah secara dini, pesantren menjalankan peran preventif untuk 

memastikan santri tidak kehilangan kesempatan meraih derajat mulia yang 

dijanjikan Allah bagi para penuntut ilmu 

Dengan demikian, penerapan sistem prediksi berbasis data di pesantren 

bukan hanya sebagai bentuk pemanfaatan teknologi baru, tetapi juga sebagai 

cara yang didukung oleh bukti empirik untuk menjaga agar proses pendidikan 
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santri tetap berjalan baik. Langkah ini menjadi ikhtiar agar santri tetap fokus 

belajar, berkembang secara akademik, dan menjalankan nilai-nilai ilmu yang 

diajarkan dalam Al-Qur’an dan Sunnah Nabi صلى الله عليه وسلم. 

Dengan berkembangnya teknologi machine learning terkait prediksi 

membantu pesantren membuat keputusan dengan lebih cepat dan tepat, 

sehingga proses pembinaan dapat dilakukan secara lebih efektif dan 

memastikan santri tidak putus sekolah sebelum waktunya lulus. 
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BAB VII 

KESIMPULAN DAN SARAN 

 

7.1 Kesimpulan 

Berdasarkan hasil penelitian, pengujian, dan analisis yang telah dilakukan 

mengenai prediksi santri putus sekolah di Pondok Pesantren Sidogiri, dapat 

disimpulkan bahwa model klasifikasi prediktif  Decision Tree dan Random 

Forest berhasil mengidentifikasi santri yang berpotensi mengalami putus 

sekolah  

Hasil pengujian menunjukkan bahwa model prediksi memiliki tingkat 

akurasi dan kinerja yang baik dalam mendeteksi santri yang berisiko putus 

sekolah, sehingga dapat digunakan sebagai alat bantu pengambilan keputusan. 

Evaluasi kinerja model berdasarkan metrik akurasi  seperti precision, recall, 

atau F1-score   menunjukkan bahwa pendekatan klasifikasi yang diterapkan 

efektif dalam konteks data santri Pondok Pesantren Sidogiri periode 2019–

2023. 

Selain Itu, penelitian ini berhasil mengimplementasikan model Decision 

Tree dan Random Forest untuk mendeteksi risiko santri putus sekolah dengan 

performa yang tinggi. Pengujian melalui empat skenario rasio data (90:10 

hingga 60:40) membuktikan bahwa ketersediaan data uji yang lebih besar 

memberikan gambaran performa yang paling objektif dan stabil. 

Perbandingan performa secara komparatif, algoritma Random Forest 

menunjukkan keunggulan dibandingkan Decision Tree di hampir seluruh 
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metrik evaluasi. Model terbaik dicapai oleh Random Forest dengan nilai 

Accuracy sebesar 0,84, Precision 0,83, Recall 0,94, dan F1-Score 0,88. 

Sementara itu, performa tertinggi Decision Tree hanya mencapai akurasi 0,82 

pada Skenario 2. 

Selain itu, penelitian ini juga mengidentifikasi beberapa faktor dominan 

yang berkontribusi terhadap terjadinya putus sekolah, salah satu variabel yang 

memiliki pengaruh dalam prediksi santri putus sekolah di pondok pesantren 

sidogiri adalah kehadiran, faktor kelas dan umur seperti hasil pembahasan di 

bab empat yang menjadi hasil pengujian Random Forest pada skenario ke satu 

sampai pengujian ke tiga. variabel kelas memiliki pengaruh terbesar dalam 

menentukan prediksi status santri, dengan nilai kontribusi tertinggi sebesar 

0.199. Faktor berikutnya yang juga berperan signifikan adalah kehadiran 

(0.127) dan umur (0.126), yang menegaskan bahwa kedisiplinan hadir dan 

kondisi usia menjadi indikator kuat terhadap risiko putus sekolah. 

7.2 Saran 

 Merujuk hasil penelitian ini, meskipun metode Random Forest 

menunjukkan performa yang baik dan akurat dalam memprediksi risiko siswa 

putus sekolah di Madrash Miftahul Ulum Pondok Pesantren Sidogiri, 

penelitian selanjutnya disarankan untuk mencoba dan membandingkannya 

dengan algoritma lain. Penggunaan metode alternatif yang memiliki 

mekanisme pengambilan keputusan berbeda akan membantu mengidentifikasi 

algoritma yang paling sesuai dengan karakteristik data dropout santri. 
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Selain itu, penelitian lanjutan perlu melibatkan lebih banyak instansi 

pesantren maupun madrasah agar pola-pola putus sekolah yang diperoleh 

menjadi lebih beragam, variatif dan representatif. Integrasi data tambahan 

seperti riwayat bimbingan konseling, tingkat kehadiran, kondisi keluarga, dan 

catatan perilaku juga berpotensi meningkatkan sensitivitas dan akurasi model 

dalam mendeteksi santri berisiko dropout. Melalui perluasan cakupan data dan 

eksplorasi algoritma tambahan tersebut, penelitian mendatang diharapkan 

mampu menghasilkan model prediksi yang lebih akurat, adaptif, dan dapat 

digunakan sebagai instrumen pendukung keputusan yang lebih komprehensif 

bagi lembaga pendidikan pesantren maupun madrasah dalam mencegah 

terjadinya putus sekolah sebelum akhirnya lulus. 
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