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ABSTRAK

Al-Mahbubi, Humam Afif. 2025. Prediksi Harga Saham Bank Syariah Indonesia
Menggunakan Metode Independent Recurrent Neural Network. Skripsi.
Program Studi Teknik Informatika Fakultas Sains dan Teknologi Universitas Islam
Negeri Maulana Malik Ibrahim Malang. Pembimbing: (I) Hani Nurhayati, M.T.
(IT) Dr. Yunifa Miftachul Arif, M. T.

Kata kunci: Prediksi Harga Saham, Bank Syariah Indonesia, Independent Recurrent
Neural Network (IndRNN), Deep Learning.

Fluktuasi harga saham yang dinamis menuntut metode prediksi yang andal untuk
menangkap pola pergerakan secara akurat. Penelitian ini bertujuan memprediksi harga
saham PT Bank Syariah Indonesia Tbk (BRIS) untuk 30 hari ke depan menggunakan
Independent Recurrent Neural Network (IndRNN) dengan dataset 1.203 data harian.
Sebanyak 32 skenario eksperimen diuji dengan memvariasikan window size, jumlah hidden
unit, fungsi aktivasi (ReLU, PReLU, ELU, Tanh), dan rasio pembagian data. Evaluasi
dilakukan menggunakan RMSE, MAPE, Directional Accuracy (DA), dan durasi pelatihan.
Hasil penelitian menunjukkan bahwa rasio pembagian data 80:20 secara konsisten
memberikan tingkat kesalahan terendah. Konfigurasi model terbaik untuk akurasi nilai
diperoleh pada kombinasi window size 30 dan 128 hidden unit dengan fungsi aktivasi
ReLU, yang menghasilkan RMSE sebesar 286,69 dan MAPE 8,18%. Sebaliknya, akurasi
arah tren tertinggi dicapai oleh kombinasi window size 20 dan 128 hidden unit dengan
fungsi aktivasi ELU sebesar 52,29%. Dari sisi efisiensi, fungsi aktivasi Tanh pada arsitektur
sederhana terbukti memiliki waktu komputasi tercepat. Penelitian ini menyimpulkan
bahwa terdapat perbedaan karakteristik antara akurasi nilai dan akurasi arah, di mana
window size yang lebih besar unggul dalam menangkap tren jangka panjang, sedangkan
window size yang lebih pendek lebih responsif terhadap perubahan arah pergerakan harga.
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ABSTRACT

Al-Mahbubi, Humam Afif. 2025. Stock Price Prediction of Bank Syariah Indonesia
Using Independent Recurrent Neural Network. Thesis. Department of
Informatics Engineering, Faculty of Science and Technology, State Islamic
University Maulana Malik Ibrahim Malang. Advisors: (I) Hani Nurhayati, M. T. (II)
Dr. Yunifa Miftachul Arif, M. T.

Dynamic stock price fluctuations demand reliable prediction methods to accurately
capture movement patterns. This study aims to predict the stock price of PT Bank Syariah
Indonesia Tbk (BRIS) for the next 30 days using Independent Recurrent Neural Network
(IndRNN) with a dataset of 1,203 daily records. A total of 32 experimental scenarios were
tested by varying window size, number of hidden units, activation functions (ReLU,
PReLU, ELU, Tanh), and data split ratios. Evaluation was performed using RMSE, MAPE,
Directional Accuracy (DA), and training duration. The results show that the 80:20 data split
ratio consistently provided the lowest error rates. The best model configuration for value
accuracy was obtained in the combination of window size 30 and 128 hidden units with the
ReLU activation function, yielding an RMSE of 286.69 and MAPE of 8.18%. Conversely,
the highest trend direction accuracy was achieved by the combination of window size 20
and 128 hidden units with the ELU activation function, at 52.29%. In terms of efficiency,
the Tanh activation function on a simple architecture proved to have the fastest
computational time. This study concludes that there is a characteristic difference between
value accuracy and directional accuracy, where a larger window size excels in capturing
long-term trends, while a shorter window size is more responsive to changes in price
movement direction.

Keywords: Stock price prediction, Bank Syariah Indonesia, Independent
Recurrent Neural Network (IndRNN), Deep Learning.
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BAB I

PENDAHULUAN

1.1 Latar Belakang

Investasi merupakan kegiatan mengalokasikan sejumlah dana atau aset
dalam bentuk tertentu dan jangka waktu tertentu, dengan harapan memperoleh
keuntungan di masa depan (Prayogi et al., 2024). Salah satu bentuk investasi yang
banyak diminati adalah saham. Di Indonesia, minat masyarakat terhadap investasi
saham terus meningkat, baik dari kalangan pemula maupun profesional (Midesia,
2020). Berdasarkan data Kustodian Sentral Efek Indonesia (KSEI), jumlah investor
saham meningkat sekitar 1,6 juta pada tahun 2020 menjadi 7,5 juta pada bulan
Agustus 2025 (KSEI, 2025). Peningkatan signifikan ini menunjukkan besarnya
ketertarikan masyarakat terhadap saham, sekaligus menuntut adanya pemahaman
yang lebih mendalam mengenai dinamika harga saham yang fluktuatif (Warouw et
al., 2022).

Fluktuasi harga saham yang tinggi menjadikan investasi saham penuh
ketidakpastian. Pergerakan harga saham dipengaruhi oleh berbagai faktor, mulai
dari kondisi makroekonomi, ekspektasi pertumbuhan perusahaan, hingga tingkat
kepercayaan terhadap manajemen. Seiring dengan kemajuan teknologi, informasi
terkait pasar dapat diakses dengan cepat dalam jumlah besar. Namun, kelimpahan
data ini justru menambah kompleksitas analisis, karena semakin banyak variabel
yang harus dipertimbangkan dalam waktu singkat (Hu et al., 2021). Oleh sebab itu,
investor dituntut untuk lebih cermat dalam menentukan keputusan membeli,

menjual, atau mempertahankan saham. Salah satu langkah strategis untuk
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mengurangi ketidakpastian tersebut adalah dengan melakukan prediksi harga
saham secara akurat, sehingga keputusan investasi dapat lebih rasional dan potensi
kerugian dapat diminimalkan (Budiprasetyo et al., 2023).

Upaya memenuhi kebutuhan prediksi harga saham tersebut mendorong
lahirnya berbagai pendekatan berbasis data. Zhang et al., (2023) menjelaskan
bahwa metode statistik konvensional sering kali tidak mampu mengidentifikasi pola
tersembunyi serta hubungan yang bersifat non-linier dalam data keuangan.
Sebaliknya, Hu et al. (2021) menyebutkan bahwa penerapan metode deep learning
terbukti mampu memberikan akurasi dan hasil yang lebih baik dalam prediksi di
bidang keuangan. Kondisi ini membuka peluang bagi penggunaan pendekatan yang
lebih mampu memahami pola dan dinamika pasar secara lebih akurat.

Konsep prediksi dan perencanaan menghadapi masa depan sejatinya bukan
hanya dikenal dalam ilmu modern, tetapi juga telah diajarkan dalam Al-Qur’an.
Sebagaimana firman Allah Subhanahu wa ta’ala dalam Q.S. Yusuf ayat 4749 yang
berbunyi:

@waauf@ 5386 155 B Y1 Qe (3 8555 Flas 16 1B G o 936557 U6
D003 45 A I 48 36 A ok B GUF D p3ad e B Y1 2 036 1 G Bl
“(Yusuf) berkata, “Bercocoktanamlah kamu tujuh tahun berturut-turut! Kemudian
apa yang kamu tuai, biarkanlah di tangkainya, kecuali sedikit untuk kamu makan.
Kemudian, sesudah itu akan datang tujuh (tahun) yang sangat sulit (paceklik) yang
menghabiskan apa yang kamu simpan untuk menghadapinya, kecuali sedikit dari
apa (bibit gandum) yang kamu simpan. Setelah itu akan datang tahun, ketika
manusia diberi hujan (dengan cukup) dan pada masa itu mereka memeras
(anggur).” (Q.S. Yusuf: 47-49)

Pada tafsir Ibnu Katsir menjelaskan bahwa Nabi Yusuf memberikan arahan

strategis untuk menghadapi siklus tahun subur dan paceklik. Beliau menekankan



agar hasil panen pada masa subur disimpan dengan membiarkannya tetap pada
bulirnya agar lebih awet dan tidak cepat rusak, serta mengatur pola konsumsi agar
hemat dan tidak berlebihan demi menjamin ketersediaan cadangan (Katsir, 2003).
Prinsip ini dapat dipahami sebagai bentuk tabungan darurat (emergency saving),
yaitu strategi perencanaan untuk mengantisipasi ketidakpastian di masa depan
(Hani & Fadliyati, 2020). Konsep ini sangat relevan dengan konteks investasi
modern, di mana prediksi harga saham dibutuhkan agar investor mampu mengambil
keputusan yang lebih rasional dan meminimalkan risiko kerugian.

Kebutuhan akan metode prediksi yang lebih andal mendorong munculnya
Independent Recurrent Neural Network (IndRNN) sebagai salah satu pendekatan
deep learning yang menjanjikan. IndRNN merupakan pengembangan dari
arsitektur Recurrent Neural Network (RNN) yang dirancang untuk mengatasi
keterbatasan RNN maupun Long Short-Term Memory (LSTM), khususnya masalah
vanishing gradient dan exploding gradient pada pemrosesan urutan data panjang.
Berbeda dengan RNN konvensional, IndRNN dirancang agar setiap neuron dalam
satu lapisan bersifat independen terhadap neuron lainnya. IndRNN terbukti mampu
memproses urutan data yang sangat panjang hingga 5000 time-step, melampaui
secara signifikan kemampuan LSTM yang hanya stabil hingga kurang dari 1000
time-step (Li et al., 2018).

Pemilihan IndRNN juga didukung oleh hasil empiris yang menunjukkan
performa lebih unggul dibandingkan metode lain. Dalam penelitian yang dilakukan
oleh Alsharef et al. (2020), IndRNN mencatatkan nilai Mean Squared Error (MSE)

sebesar 46 pada prediksi harga saham Tata Motors. Nilai ini merepresentasikan rata-



rata kuadrat error dalam skala harga saham (close price). Setelah dilakukan fine-
tuning dengan mengganti fungsi aktivasi ReLU menjadi PReLU, nilai MSE dapat
ditekan hingga 44,16. Pengujian lanjutan menggunakan data saham Amazon juga
menunjukkan hasil serupa, di mana IndRNN yang telah melalui fine-tuning
memperoleh MSE terendah sebesar 57.

Keunggulan IndRNN kembali ditunjukkan oleh penelitian Alsharef et al.
(2022) yang membandingkan berbagai metode prediksi pada data harga Ethereum.
IndRNN memperoleh nilai Mean Squared Error (MSE) sebesar 239, lebih baik
dibandingkan LSTM (MSE = 298), ARIMA (MSE = 314), dan model /inear
lainnya. Setelah dilakukan fine-tuning, IndRNN mencatat hasil terbaik dengan MSE
hanya 213, menjadikannya model dengan akurasi terbaik dalam menghadapi
volatilitas tinggi pada data keuangan digital. Temuan ini menegaskan bahwa
IndRNN, khususnya dalam versi fine-tuned, memiliki kemampuan tinggi dalam
menangkap pola temporal kompleks secara efisien, sekaligus membuka peluang
penerapannya pada instrumen keuangan lain, termasuk saham syariah.

Berdasarkan uraian tersebut, pemilithan IndRNN dalam penelitian ini
didasarkan pada keunggulannya dalam mengenali pola data time-series secara lebih
stabil dan akurat. Sejumlah penelitian sebelumnya telah menunjukkan bahwa
IndRNN mampu mengatasi permasalahan volatilitas data keuangan sekaligus
menghasilkan tingkat kesalahan prediksi yang lebih rendah dibandingkan metode
lain. Hal ini membuka peluang besar untuk menerapkan IndRNN dalam
memprediksi harga saham syariah di Indonesia. Oleh karena itu, penelitian ini

difokuskan pada penggunaan IndRNN untuk memprediksi harga saham PT Bank



Syariah Indonesia Tbk (BRIS) guna memberikan gambaran yang lebih akurat bagi

pengambilan keputusan investasi.

1.2 Rumusan Masalah

Bagaimana ukuran performa metode [Independent Recurrent Neural
Network (IndRNN) dalam memprediksi harga saham PT Bank Syariah Indonesia
Tbk (BRIS) berdasarkan nilai evaluasi Root Mean Square Error (RMSE), Mean

Absolute Percentage Error (MAPE), dan Directional Accuracy (DA)?

1.3 Batasan Masalah

1. Penelitian ini menggunakan dataset berupa data historis harga saham harian PT
Bank Syariah Indonesia Tbk (BRIS) yang diperoleh dari Yahoo Finance.
Dataset dibatasi pada periode waktu tertentu yang telah ditentukan peneliti.

2. Prediksi harga saham dilakukan dengan fokus pada data time-series harga
penutupan (closing price), tanpa mempertimbangkan faktor eksternal lain
seperti kondisi makroekonomi, berita, maupun sentimen pasar.

3. Evaluasi model menggunakan metrik RMSE, MAPE, DA dan waktu pelatihan.

1.4 Tujuan Penelitian

Tujuan dari penelitian berdasarkan masalah yang disebutkan adalah
mengetahui performa dengan mengukur tingkat error dari implementasi metode
IndRNN dalam memprediksi harga saham PT Bank Syariah Indonesia Tbk (BRIS)

berdasarkan nilai RMSE, MAPE, DA dan Time Training.



1.5 Manfaat Penelitian
Penelitian ini diharapkan dapat memberikan manfaat di masa yang akan
datang, yaitu:

1. Memberikan kontribusi ilmiah dalam pengembangan ilmu pengetahuan,
khususnya pada penerapan metode IndRNN untuk permasalahan time-series di
bidang keuangan, serta menjadi rujukan bagi peneliti maupun praktisi data
science dalam melakukan penelitian lanjutan atau pengembangan model
prediksi harga saham berbasis IndRNN.

2. Memberikan wawasan bagi investor, khususnya pada pasar saham syariah,
untuk mendukung pengambilan keputusan investasi yang lebih rasional

berdasarkan hasil prediksi yang lebih akurat.



BAB 11

STUDI PUSTAKA

2.1 Penelitian Terkait

Alsharef et al.,, (2020) dalam penelitiannya membandingkan beberapa
metode untuk memprediksi harga saham, diantaranya Moving Average (MA), Auto-
Regressive Integrated Moving Average (ARIMA), Long-Short Term Memory
(LSTM), dan IndRNN dengan data historis saham Tata Motors dari Yahoo Finance
(1996-2009). Hasil penelitian menunjukkan bahwa IndRNN memberikan Mean
Squared Error (MSE) terendah, yaitu 46, dibandingkan LSTM (53), ARIMA (55),
dan MA (108). Nilai MSE ini merepresentasikan rata-rata kuadrat error dalam skala
harga saham, sehingga secara langsung mencerminkan tingkat kedekatan hasil
prediksi dengan harga aktual. Selanjutnya, IndRNN di-fine-tune dengan mengganti
fungsi aktivasi ReLU menjadi Parametric ReLU (PReLU), yang menurunkan MSE
lebih lanjut menjadi 44.16. Verifikasi dengan dataset saham Amazon (1996-2019)
menunjukkan pola serupa, di mana IndRNN memperoleh MSE 69 dan versi fine-
tuned mencapai 57. Temuan ini menegaskan bahwa IndRNN mampu memberikan
akurasi prediksi lebih tinggi dibandingkan algoritma lainnya, serta dapat
dioptimalkan lebih lanjut dengan pemilihan fungsi aktivasi yang tepat.

Pada tahun selanjutnya, Alsharef et al., (2022) memperluas penelitian
dengan menerapkan IndRNN pada data harga Ethereum periode 2015-2020.
Penelitian ini membandingkan algoritma /inear yaitu Auto-Regressive (AR),
Moving Average (MA), Auto-Regressive Integrated Moving Average (ARIMA)

dengan algoritma deep learning yaitu LSTM dan IndRNN. Hasilnya menunjukkan
7



bahwa AR dan MA tidak mampu menangani volatilitas tinggi pada data Ethereum,
sementara ARIMA memberikan hasil moderat dengan nilai MSE 314. LSTM
menghasilkan MSE sebesar 298, sedangkan IndRNN lebih unggul dengan MSE
239. Versi fine-tuned IndRNN dengan fungsi aktivasi PReLU menunjukkan
performa terbaik dengan MSE 213. Hal ini membuktikan bahwa IndRNN,
khususnya dengan aktivasi PReLU, menjadikannya model dengan akurasi terbaik
dalam menghadapi volatilitas tinggi pada data keuangan digital.

Pada penelitian yang dilakukan oleh Hong et al., (2021) mengenai prediksi
perkembangan epidemi COVID-19, digunakan data kumulatif kasus terkonfirmasi
dan kematian mingguan dari enam negara (China, Amerika Serikat, India, Brazil,
Perancis, dan Rusia) serta data global pada periode Januari 2020 hingga Mei 2021.
Model yang diuji meliputi LSTM, Bi-LSTM, GRU, Stacked Bi-GRU, CNN-LSTM,
Deep-CNN, serta IndRNN baik dalam versi standar maupun dengan strategi fine-
tuning berbasis transfer bobot. Hasil penelitian menunjukkan bahwa IndRNN
standar sudah memberikan performa terbaik dengan nilai Root Mean Squared Error
(RMSE) dan Mean Absolute Percentage Error (MAPE) lebih rendah dibandingkan
model lainnya. Selanjutnya, penerapan fine-tuning pada IndRNN mampu menekan
error hingga 20.94%, dengan MAPE < 1.2% pada tahap pengujian dan < 6.2% pada
tahap validasi. Capaian terbaik diperoleh pada data kematian di China, yaitu MAPE
sebesar 0.05% dan RMSE sebesar 1.17, yang menegaskan bahwa IndRNN versi
standar maupun yang sudah di-fine-tuning lebih baik dalam menangani data time-

series yang kompleks.



Venugopal et al., (2023) melakukan penelitian mengenai estimasi State of
Charge (SOC) pada baterai lithium-ion kendaraan listrik menggunakan IndRNN.
Data yang digunakan berasal dari sel baterai Panasonic NCR18650PF berbasis
Lithium Nickel Cobalt Aluminium Oxide (NCA) yang diuji dalam sembilan profil
drive cycle pada tiga kondisi suhu berbeda (0°C, 10°C, 25°C). Model yang
digunakan berupa arsitektur IndRNN murni dengan tiga input (tegangan, arus,
suhu), satu lapisan tersembunyi berisi 1000 neuron dengan aktivasi ReLU, dan satu
output. Hasil penelitian menunjukkan bahwa IndRNN memberikan performa
terbaik dibandingkan LSTM dan GRU, dengan rata-rata RMSE sebesar 0.7633%,
MAE sebesar 0.6389%, serta maximum error sebesar 2.2398%. Temuan ini
membuktikan bahwa IndRNN mampu menangkap pola non-linear dan dependensi
jangka panjang pada data time-series baterai secara lebih efektif, sekaligus
memperlihatkan keunggulannya sebagai model yang akurat dan efisien untuk

aplikasi sistem manajemen baterai kendaraan listrik.

Tabel 2.1 Penelitian Terkait

No Judul Hasil Persamaan Perbedaan
Predicting Tata Motors (MSE): | Penggunaan Prediksi saham
Stock Market - MA 108, data time- Tata Motors
Prices using - ARIMA 55, series finansial | dan Amazon.
Fine-Tuned - LSTM 53, dan metode
IndRNN - IndRNN 46, IndRNN.

(Alsharef et al., | - Fine-tuned IndRNN
2020) 44.16
1 Amazon (MSE):
- MA 137
- ARIMA 79
-LSTM 75
- IndRNN 69
- Fine-tuned IndRNN
57.
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No Judul Hasil Persamaan Perbedaan
Predicting Evaluasi MSE: Penggunaan Prediksi harga
Time-Series -AR 78,843 data time- Ethereum.
Data Using - MA 14,438 series finansial
Linear and -ARIMA 314 dan metode

) Deep Learning | - LSTM 298 IndRNN.
Models-An - IndRNN 239
Experimental | - Fine-tuned IndRNN
Study 213
(Alsharef et al.,
2022)
Prediction Of | IndRNN unggul Penggunaan Prediksi
Covid-19 dengan RMSE dan data time- perkembangan
Epidemic MAPE terendah series dan epidemi
Situation Via dibanding LSTM, metode COVID-19.
Fine-Tuned GRU, dan CNN. IndRNN.
3 | Indrnn (Hong | Versi fine-tuned
etal., 2021) IndRNN menekan
error hingga 20.94%
dengan hasil terbaik
MAPE 0.05% dan
RMSE 1.17.
State of IndRNN memperoleh | Penggunaan Prediksi State
Charge hasil lebih baik dari data time- of Charge
Estimation of | pada LSTM dan series dan (SOC) baterai
Lithium GRU dengan nilai metode kendaraan
4 Batteries in RMSE 0.7633%, IndRNN. listrik.
Electric MAE 0.6389%, dan
Vehicles Using | MAX 2.2398%.
IndRNN
(Venugopal et
al., 2023)
Implementasi | CNN-BiLSTM Prediksi harga | Menggunakan
CNN-BiIiLSTM | memperoleh hasil saham bank metode hybrid
untuk Prediksi | MAPE: syariah CNN-
5 Harga Saham | - 2.376% (BRIS) Indonesia. BiLSTM.
Bank Syariah | - 2.092% (BTPS)
di Indonesia - 0.629% (PNBS)
(Mushliha,

2024)
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No Judul Hasil Persamaan Perbedaan
Sharia Bank of | LSTM dengan funing | Prediksi harga | Menggunakan
Indonesia hyperparameter pada | saham bank metode LSTM.
Stock Price data saham BSI syariah
Prediction (2021-2024) Indonesia.

6 | using Long menghasilkan akurasi
Short-Term tinggi dengan MAPE
Memory 2.46%.
(Poernamawati
e etal., 2024)
Usulan Penelitian
Prediksi Harga Penerapan metode /ndependent
Saham Bank Recurrent Neural Network untuk
Syariah memprediksi harga saham PT
Indonesia Bank Syariah Indonesia Tbk
7 Menggunakan i (BRIS).
Metode
Independent
Recurrent
Neural
Network

2.2 Saham Syariah

Saham syariah merupakan efek berbentuk saham yang tidak bertentangan
dengan prinsip syariah di pasar modal, dan definisinya tetap merujuk pada
pengertian saham sebagaimana diatur dalam regulasi Otoritas Jasa Keuangan (OJK)
(IDX, 2025). Secara umum, saham adalah bukti penyertaan atau kepemilikan dalam
suatu perusahaan yang memberikan hak keuntungan bagi pemilik modal, dengan
hasil investasi yang bersifat variabel. Dalam perspektif Islam, konsep saham
dipandang sejalan dengan akad musyarakah atau syirkah, yaitu kerja sama
permodalan yang membagi keuntungan secara adil antara pemilik modal (Hartati,

2021).
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2.3 Independent Recurrent Neural Network

Independent Recurrent Neural Network (IndRNN) adalah pengembangan
dari arsitektur Recurrent Neural Network (RNN) yang diperkenalkan oleh Li et al.
(2018). IndRNN diusulkan untuk mengatasi keterbatasan RNN yang sering
mengalami permasalahan vanishing dan exploding gradient, sehingga sulit dalam
mempelajari ketergantungan jangka panjang. Solusi yang ditawarkan IndRNN
adalah membuat setiap neuron dalam satu /ayer bersifat independen, sehingga
aliran gradien dapat dikendalikan dan memori jangka panjang dapat dipertahankan.
Berdasarkan penelitian Li et al. (2018), IndRNN terbukti mampu memproses
sequens panjang (lebih dari 5000 step) serta membangun jaringan yang lebih dalam
dibandingkan RNN konvensional.

Struktur dasar IndRNN berbeda dengan RNN konvensional. Jika pada RNN
setiap neuron dalam satu layer saling terhubung melalui matriks bobot rekuren,
maka pada IndRNN setiap neuron hanya memiliki bobot rekuren skalar yang
terhubung dengan dirinya sendiri. Hal ini membuat setiap neuron dalam satu /ayer
bersifat independen. Secara matematis, hidden state pada neuron ke-n pada timestep

ke-t dapat dituliskan sebagai berikut:

h = o(waxe + u,h™, + by,)

(2.1)
Keterangan:
hgn) = hidden state neuron ke-n pada waktu ke-
o = fungsi aktivasi
Wy = bobot input pada neuron ke-n
Xt = input pada waktu ke-¢

bobot recurrent skalar untuk neuron ke-n
b, = bias pada neuron ke-n

<
3
([

Persamaan ini menunjukkan bahwa setiap neuron dalam IndRNN

memproses informasi secara mandiri, hanya bergantung pada input saat ini dan
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hidden state miliknya sendiri pada timestep sebelumnya. Dengan demikian,
IndRNN mampu menyederhanakan kompleksitas perhitungan sekaligus menjaga

stabilitas gradien.

2.4 Fungsi Aktivasi

Fungsi aktivasi memiliki peran penting dalam proses pelatihan jaringan
saraf karena memberikan unsur non-linear yang dibutuhkan agar model mampu
mempelajari pola dan representasi yang lebih kompleks (Rasamoelina et al., 2020).
Pada penelitian ini, beberapa fungsi aktivasi seperti ReLU, PReLU, ELU, dan Tanh
diuji untuk melihat bagaimana perbedaannya memengaruhi performa model dalam

memprediksi harga saham.

2.4.1 Rectified Linear Unit

Rectified Linear Unit (ReLU) adalah fungsi aktivasi yang sangat populer
dan banyak digunakan dibeberapa penelitian (Mercioni & Holban, 2023). Fungsi
ini diperkenalkan oleh (Nair & Hinton, 2010). ReLU meneruskan nilai input secara
langsung jika bernilai positif dan memberikan nilai nol jika input bernilai negatif.

Secara matematis, fungsi ReLU dapat didefinisikan sebagai berikut:

X, ifx =20
x) = max(0,x) = .
f(x) (0,x) {o, ifx <0 (2.2)
Keterangan:
x = nilai input yang diterima oleh neuron

2.4.2 Parametric Rectified Linear Unit
Parametric Rectified Linear Unit atau PReLU merupakan fungsi aktivasi

yang diperkenalkan oleh He et al., (2015). PReLU memiliki karakteristik adaptif,
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di mana kemiringan (slope) pada sisi negatif tidak bernilai tetap melainkan nilainya
diperoleh dari proses training. Hal ini memungkinkan model untuk menentukan
nilai kemiringan negatif terbaik secara otomatis selama proses training (Alsharef et

al., 2020). Secara matematis, formula PReLU dapat ditulis sebagai berikut:

£(x) {x, ifx >0
X) = .
ax, ifx <0 (2.3)
Keterangan:
x = nilai input yang diterima oleh neuron
a = parameter kemiringan yang dipelajari oleh model

2.4.3 Exponential Linear Unit

Fungsi aktivasi selanjutnya adalah Exponential Linear Unit (ELU) yang
diperkenalkan oleh Clevert et al. (2016). Fungsi ini memiliki nilai negatif yang
mendorong rata-rata aktivasi neuron mendekati nol, sehingga proses pembelajaran
menjadi lebih stabil dan mendekati natural gradient. Selain itu, ELU akan
mencapai nilai jenuh (saturation) pada sisi negatif, yang membuat variasi aktivasi
lebih kecil dan informasi yang diteruskan ke lapisan berikutnya menjadi lebih

stabil. Secara matematis, fungsi ELU dapat ditulis sebagai berikut:

£(x) {x ifx >0
X) = .
a(e*=1) ifx <0 (2.4)
Keterangan:
x = nilai input yang diterima oleh neuron
a = parameter positif yang mengontrol derajat saturation pada sisi negatif
e = bilangan Euler

2.4.4 Hyperbolic Tangent
Hyperbolic Tangent atau yang sering dikenal Tanh, merupakan fungsi
aktivasi yang memiliki karakteristik lebih halus (smoother), dengan output yang

terpusat di nol (zero-centered) (Nwankpa et al., 2020). Fungsi ini memetakan nilai
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input ke dalam rentang nilai antara -1 hingga 1 (Dubey et al., 2022). Secara

matematis, formula Tanh dapat ditulis sebagai berikut:

X X

) = e
X)= ————
eX + e (2.5)
Keterangan:
x = nilai input yang diterima oleh neuron

e = bilangan Euler



BAB III

DESAIN DAN IMPLEMENTASI

3.1 Desain Penelitian

Penelitian ini disusun melalui beberapa tahapan yang terstruktur. Tahapan
tersebut meliputi pengumpulan data, perancangan sistem, implementasi metode
IndRNN, pengujian, serta analisis hasil. Alur penelitian secara umum ditunjukkan

pada Gambar 3.1.

Pengumpulan - Implementasi
Data Desain Sistem Metode IndRNN
L 2
Hazil Analisis Lji Coba Sistem

Gambar 3.1 Desain Penelitian

Alur penelitian pada Gambar 3.1 dimulai dari tahap pengumpulan data,
yaitu memperoleh data harga saham BRIS dari sumber publik seperti Yahoo
Finance. Data yang diperoleh kemudian digunakan pada tahap desain sistem, di
mana dilakukan perancangan proses pra-pemrosesan, pembentukan dataset, serta
perancangan arsitektur model IndRNN. Selanjutnya, tahap implementasi metode
IndRNN dilakukan dengan membangun model sesuai rancangan dan menyiapkan
proses pelatithan. Model yang telah dibangun kemudian dievaluasi pada tahap uji
coba sistem untuk mengukur kinerjanya. Hasil dari pengujian ini dianalisis pada
tahap hasil analisis, yaitu dengan menghitung metrik evaluasi RMSE dan MAPE

serta membandingkan hasil prediksi dengan data aktual.

16
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3.2 Pengumpulan Data

Pengumpulan data dalam penelitian ini menggunakan data sekunder berupa
catatan historis harga saham PT Bank Syariah Indonesia Tbk dengan kode emiten
BRIS. Data diperoleh melalui situs Yahoo Finance dengan periode pengambilan
mulai dari 1 September 2020 hingga 1 September 2025. Dataset tersebut memuat
1203 baris data perdagangan yang masing-masing merepresentasikan aktivitas
pasar pada satu hari bursa.

Penelitian ini berfokus pada prediksi harga penutupan (closing price),
sehingga dari keseluruhan data hanya dua atribut yang dipilih, yakni Date dan
Close. Atribut date bertipe datetime sebagai penanda urutan waktu, sedangkan close
bertipe float yang menunjukkan harga penutupan harian saham. Data disimpan
dalam format .csv agar mudah diproses pada tahap berikutnya. Adapun visualisasi

data harga penutupan saham BRIS ditunjukkan pada plot berikut.

BRIS Close Price Over Time
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Gambar 3.2 Dataset Harga Saham BRIS
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3.3 Desain Sistem

Desain sistem yang digunakan dalam penelitian ini ditunjukkan pada
Gambar 3.2. Diagram tersebut memperlihatkan alur proses sistem yang diawali dari
tahap preprocessing, dilanjutkan dengan proses pelatihan menggunakan model
IndRNN, hingga menghasilkan output berupa prediksi harga penutupan saham
BRIS. Pada implementasinya, sistem ini dibangun dengan menggunakan bahasa
pemrograman Python. Dengan rancangan tersebut, penelitian dapat dilaksanakan

secara terstruktur mulai dari pengolahan data hingga analisis hasil prediksi.

Dataset
BRIS Stock Price

Preprocessing Parameter Training |, Prediction
Data Initialization IndRNN Model with IndRNN

input

proses

Performance Analysis

h

output

Predicted BRIS
Stock Price

Gambar 3.3 Desain Sistem

3.4 Preprocessing
Tahap preprocessing bertujuan untuk menyiapkan data agar dapat diproses
oleh model IndRNN. Proses ini dilakukan secara bertahap mulai dari pembagian

data, normalisasi, hingga pembentukan s/iding window.

3.4.1 Splitting Data
Langkah pertama yang dilakukan adalah membagi dataset menjadi dua
bagian, yaitu data training dan data testing. Proses pembagian tidak dapat dilakukan

secara acak, karena jenis data pada penelitian ini bersifat time-series. Oleh karena
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itu, pembagian data dilakukan berdasarkan urutan waktu agar model dapat belajar
dari data sebelumnya dan kemudian diuji pada data masa depan yang belum pernah
dilihat. Tahap ini ditempatkan di awal proses preprocessing untuk menghindari
terjadinya information leakage, yaitu kondisi ketika model secara tidak langsung
memperoleh informasi dari data uji selama proses pelatihan (Apicella et al., 2025).

Pada penelitian ini, rasio pembagian yang digunakan adalah 80:20 dan 70:30.

3.4.2 Normalisasi Data

Hasil dari splitting data, subset data training selanjutnya dinormalisasikan
dengan menggunakan metode Min-Max Scaling ke dalam rentang [0,1].
Normalisasi merupakan langkah penting dalam pemrosesan data time-series karena
dapat menghilangkan distorsi amplitudo dan offsef tanpa mengubah pola utama dari
data. Dengan demikian, pola yang sama dapat dikenali meskipun dengan rentang
nilai yang berbeda (Lima & Souza, 2023). Secara matematis, formula untuk metode

Min-Max Scaling dituliskan sebagai berikut:

% = Xi = Xmin
Xmax — Xmin (3-1)
Keterangan:
X = data setelah dinormalisasi
X; = data sebelum dinormalisasi
Xmin = nilai minimum dari dataset
Xmax = hilai maksimum dari dataset

3.4.3 Sliding Window
Sliding Window merupakan teknik yang digunakan untuk mengubah data
time-series menjadi format supervised learning, dengan cara memanfaatkan

sejumlah data historis sebagai input untuk memprediksi nilai pada periode



20

berikutnya (Norwawi, 2021). Pada data time-series, setiap nilai memiliki hubungan

dengan nilai pada periode sebelumnya. Oleh karena itu, informasi historis perlu

diperhitungkan agar pola pergerakan dapat dikenali dengan baik. Sliding window

membantu model memanfaatkan serangkaian data masa lalu, bukan hanya satu titik

terakhir, sehingga pola temporal lebih kompleks bisa ditangkap. Ilustrasi

mekanisme sliding window ditunjukkan pada Gambar 3.4. Misalkan panjang

jendela (window size) ditentukan sebesar lima, maka lima data historis pertama

digunakan untuk memprediksi nilai pada periode selanjutnya. Selanjutnya, jendela

bergeser satu langkah ke kanan dan kembali membentuk pasangan input—output

baru, dan proses ini terus berulang hingga seluruh data habis diproses.

1 2 3 4 5 6 ‘ 8
L Il |
X y
1 2 3 4 5 6 ‘ 8
L 1L |
X

Gambar 3.4 llustrasi Sliding Window

Secara matematis, pembentukan s/iding window dapat dituliskan sebagai

berikut:

Ve = V1, Ve-2 wor Veok)

Keterangan:
Ve = nilai aktual pada waktu ke-¢

Vi1 = data historis pada k periode sebelumnya
k = ukuran jendela (window size)

3.5 Implementasi IndRNN

Implementasi model dilakukan dengan

memanfaatkan

(3.2)

arsitektur

Independent Recurrent Neural Network (IndRNN). Model ini dirancang untuk
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memproses data hasil dari tahap preprocessing, di mana setiap input (x4, X5, ... Xy)
merepresentasikan urutan data historis yang akan digunakan untuk memprediksi

harga pada 30 hari berikutnya. Ilustrasi arsitektur IndRNN ditunjukkan pada

Gambar 3.5.
Input Layer
X1 X2  cececesececes Xn
Hidden Layer J’ l l
ht: ht: htx
ni ni ni
n2 n2 nz
Nn Nn Nn
Dense Layer l ‘l' l Output Layer
hti ———————> Rtz ceeeeeeennnns ntyn —m4m8M Yt

Gambar 3.5 Arsitektur IndRNN

Pada arsitektur tersebut, lapisan pertama adalah /nput Layer yang menerima
data hasil preprocessing. Data kemudian diproses oleh IndRNN Layer, di mana
setiap neuron memiliki koneksi rekuren independen terhadap dirinya sendiri.
Keluaran dari seluruh hidden state kemudian diproyeksikan melalui Dense Layer,

yang melakukan penggabungan linear dengan bobot dan bias, sesuai dengan

persamaan:
=Why + b

Ye+n T (3 ) 3)
Keterangan:
Yern = nilai prediksi harga saham pada periode berikutnya
hy = vektor hidden state ke-T hasil dari hidden layer
w = matriks bobot pada dense layer
b = nilai bias

Tahap terakhir adalah Output Layer, yang menghasilkan prediksi harga

saham periode berikutnya.
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3.6 Skenario Uji Coba

Pada tahap ini dilakukan serangkaian uji coba untuk menentukan kombinasi
parameter terbaik dalam implementasi IndRNN. Skenario uji coba dirancang
dengan memvariasikan beberapa parameter penting, yaitu window size, jumlah unit
IndRNN, rasio pembagian data latih dan uji, serta fungsi aktivasi yang digunakan.
Pemilihan parameter ini didasarkan pada pengaruhnya terhadap kemampuan model
dalam mengenali pola historis harga saham BRIS. Adapun skenario uji coba yang

digunakan dapat dilihat pada Tabel 3.1 berikut:

Tabel 3.1 Model & Rasio Split data

Model | Window Size | Hidden Unit | Split Ratio | Activation Function
Model A 20 64 Rel U,
Model B 20 128 70:30 PrelLU,
Model C 30 64 80:20 ELU,

Model D 30 128 Tanh

Secara umum, variasi skenario pada Tabel 3.1 disusun agar model dapat
dilatih dengan cara pandang yang berbeda-beda terhadap data historis. Ada skenario
yang lebih menekankan pada pengenalan pola jangka pendek maupun jangka
panjang melalui pengaturan window size, ada pula yang menguji kapasitas memori
dari tingkat sederhana hingga yang lebih kompleks melalui perbedaan jumlah unit.
Variasi ini, ditambah dengan beragam fungsi aktivasi dan rasio pembagian data,
setiap konfigurasi memberikan kesempatan bagi model untuk mengenali

karakteristik dan fluktuasi harga saham dari sisi yang berbeda-beda.

3.7 Evaluasi
Tahap evaluasi bertujuan untuk menilai kinerja model IndRNN dalam

melakukan prediksi harga saham BRIS. Evaluasi dilakukan dengan menggunakan
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beberapa metrik yang dapat menggambarkan tingkat akurasi model dari berbagai
sudut pandang. Metrik yang digunakan meliputi Root Mean Square Error (RMSE)
untuk mengukur kesalahan absolut dalam skala harga, Mean Absolute Percentage
Error (MAPE) untuk menilai tingkat kesalahan relatif dalam bentuk persentase,
serta Directional Accuracy (DA) untuk mengevaluasi kemampuan model dalam

memprediksi arah pergerakan harga saham.

3.7.1 Root Mean Square Error
Root Mean Square Error (RMSE) merupakan akar kuadrat dari kesalahan
kuadrat rata-rata yang dihitung berdasarkan selisih antara nilai aktual dengan nilai

prediksi. RMSE dapat dirumuskan sebagai berikut:

n

RMSE = |~ Z (vi—7i)° (3.4)
n i=1
Keterangan:
Yi = nilai aktual pada data ke-i
Yi = nilai prediksi pada data ke-i
n = jumlah data pengamatan

RMSE banyak digunakan sebagai metrik standar dalam evaluasi model,
karena hasil perhitungan berada pada satuan yang sama dengan data asli sehingga
dapat merepresentasikan kesalahan tipikal pada distribusi error normal (Hodson,

2022).

3.7.2 Mean Absolute Percentage Error
Mean Absolute Percentage Error (MAPE) merupakan metrik evaluasi yang

menyatakan tingkat kesalahan prediksi dalam bentuk persentase. Perhitungannya
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dilakukan dengan menghitung rata-rata selisih relatif antara nilai aktual dan hasil

prediksi (Oak et al., 2024). Persamaan MAPE ditunjukkan sebagai berikut:

n -~
1 Yi-Yi
MAPE = — z ——| X 100% (3.5
n 4 Yi
=1

Keterangan:
Yi = nilai aktual pada data ke-i
Yi = nilai prediksi pada data ke-i
n = jumlah data pengamatan

3.7.3 Directional Accuracy

Directional Accuracy (DA) merupakan metrik evaluasi yang digunakan
untuk menilai kemampuan model dalam memprediksi arah pergerakan harga
saham, apakah arah pergerakan naik atau turun sesuai dengan data aktual (Chang et

al., 2024). Secara matematis, Directional Accuracy didefinisikan sebagai berikut:

N
1
DA == 1[sign(e = yes) = sign(ye = ye-1)] X 100% (3.6)
t=2
Keterangan:
N = jumlah total observasi
Ve = nilai aktual pada waktu ke-¢
Ve = nilai hasil prediksi pada waktu ke-¢
I = fungsi indikator, bernilai 1 jika kondisi benar dan 0 jika salah

sign = fungsi tanda, bernilai +1 untuk kenaikan dan —1 untuk penurunan



BAB IV

UJI COBA DAN PEMBAHASAN

4.1 Hasil Preprocessing

Tahap ini menampilkan hasil dari proses pra-pemrosesan data yang telah
dilakukan sebelum tahap pelatihan model. Tahapan ini meliputi proses splitting
data, normalisasi data, dan pembentukan s/iding window. Pada penelitian ini data
yang digunakan sebagai groundtruth berupa harga close harian saham PT Bank
Syariah Indonesia Tbk (BRIS) yang diperoleh melalui situs Yahoo Finance sesuai

periode penelitian. Sampel data harga saham yang digunakan dapat dilihat pada

Tabel 4.1.
Tabel 4.1 Groundtruth Harga Saham
Tanggal Harga Penutupan
2020-09-01 950.9260864257812
2020-09-02 946.049560546875
2020-09-03 931.419921875
2025-09-01 2690.0

4.1.1 Hasil Splitting Data

Pada penelitian ini digunakan dua skenario pembagian data, yaitu 80% data
training dan 20% data festing, serta 70% data training dan 30% data festing.
Hasil pembagian data dengan rasio 80:20 menghasilkan 952 data training dan 231
data testing, sedangkan pada rasio 70:30 diperoleh 842 data traiing dan 361 data

testing sebagaimana ditunjukkan pada Tabel 4.2.

Tabel 4.2 Jumlah data training dan data testing setiap rasio

Rasio > Data Training > Data Testing
80:20 962 241
70:30 842 361

25
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4.1.2 Hasil Normalisasi Data

Proses normalisasi dilakukan untuk menyamakan skala nilai pada setiap
fitur agar model dapat mempelajari pola data dengan lebih stabil. Data harga saham
yang digunakan memiliki rentang nilai yang cukup besar antar periode, sehingga
perlu disesuaikan ke dalam skala yang lebih kecil. Metode yang digunakan dalam
penelitian ini adalah Min-Max Scaling, yang mengubah setiap nilai menjadi berada
pada rentang 0 hingga 1. Contoh data harga penutupan saham sebelum dan setelah

dilakukan normalisasi dapat dilihat pada Tabel 4.3.

Tabel 4.3 Data sebelum dan setelah dinormalisasi

Tanggal Sebelum Normalisasi Setelah Normalisasi
2020-09-01 950.9260864257812 0.08210181
2020-09-02 946.049560546875 0.08045978
2020-09-03 931.419921875 0.07553367
2020-09-04 960.67919921875 0.08538589
2025-09-01 2690.0 0.66768497

4.1.3 Hasil Sliding Window

Setelah proses normalisasi dilakukan, tahap selanjutnya adalah
pembentukan sliding window. Tahapan ini bertujuan untuk mengubah data deret
waktu menjadi pasangan input—target yang dapat dipelajari oleh model IndRNN.
Melalui metode ini, sejumlah data harga penutupan sebelumnya dijadikan sebagai
input sequence untuk memprediksi nilai harga penutupan pada periode berikutnya.

Pada penelitian ini digunakan dua skenario ukuran window, yaitu 20 hari
dan 30 hari. Artinya, pada skenario pertama (window size = 20), 20 hari data harga
penutupan sebelumnya digunakan untuk memprediksi harga pada 30 hari

selanjutnya, sedangkan pada skenario kedua (window size = 30), 30 hari data harga
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penetupan sebelumnya digunakan untuk memprediksi harga pada 30 hari
selanjutnya. Proses ini dilakukan secara bergeser satu langkah setiap kali, sehingga
seluruh data terbentuk menjadi pasangan input—output berurutan seperti yang

ditunjukkan pada Lampiran 1, Lampiran 2, Lampiran 3, dan Lampiran 4.

4.2 Hasil Uji Coba

Pengujian model pada penelitian ini dilakukan sebanyak 36 kali berdasarkan
skenario yang telah ditentukan, dengan kombinasi parameter, rasio pembagian data,
serta fungsi aktivasi yang berbeda. Hasil dari setiap pengujian menghasilkan nilai
prediksi harga saham yang kemudian dievaluasi menggunakan metrik RMSE,
MAPE, Directional Accuracy (DA) dan juga waktu fraining. Hasil dari evaluasi
tersebut digunakan untuk menilai performa model dan membandingkan akurasi

antar skenario yang diuji.

4.2.1 Fungsi Aktivasi ReLU

Bagian ini menyajikan hasil eksperimen model IndRNN yang dilatih
menggunakan fungsi aktivasi ReLU. Penerapan fungsi ini pada keempat skenario
model (Model A, B, C, dan D) dilakukan untuk menguji konsistensi performanya
dalam menangkap tren data historis, baik pada konfigurasi memori jangka pendek
maupun panjang. Adapun rincian hasil analisis dari masing-masing eksperimen

tersebut disajikan sebagai berikut.

4.2.1.1 Model A
Model A menggunakan kombinasi parameter dengan window size sebanyak

20, jumlah unit IndRNN sebanyak 64, dan jumlah epoch sebanyak 1000. Model ini
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diuji menggunakan dua rasio pembagian data, yaitu 70:30 dan 80:20. Hasil
visualisasi perbandingan antara tren data input, nilai prediksi, dan nilai aktual harga

saham pada Model A dapat dilihat pada Gambar 4.1.

ModelA | RELU | 70:30 ModelA | RELU | 80:20
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a. Model A 70:30 b. Model A 80:20
Gambar 4.1 Grafik Model A pada 30 Hari Terakhir Data Testing

Visualisasi Gambar 4.1 menunjukkan rasio 80:20 lebih stabil dalam
merespons momentum dibanding rasio 70:30. Saat data input (garis hitam)
mengalami uptrend kuat, garis prediksi (oranye) pada rasio 70:30 justru turun
menjauhi data aktual (garis biru). Sebaliknya, pada rasio 80:20, garis prediksi
terlihat lebih landai dan mampu menahan penurunan drastis. Hal ini menunjukkan
bahwa tambahan data latith membantu model mengenali tren dengan lebih baik dan
tidak terlalu reaktif terhadap koreksi harga. Adapun rekapitulasi nilai evaluasi
error, akurasi arah, serta durasi waktu fraining disajikan dalam Tabel 4.4 untuk

memberikan gambaran performa dari Model A.

Tabel 4.4 Hasil Evaluasi pada Model B (ReLU)

Model A (ReLLU) RMSE MAPE DA Time Training
70:30 452.77 13.55% 51.15% 4 menit 12 detik
80:20 324.43 9.25% 50.20% 4 menit 40 detik
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Berdasarkan hasil evaluasi yang ditunjukkan oleh Tabel 4.4, terlihat adanya
peningkatan performa yang signifikan seiring dengan bertambahnya jumlah data
latih. Pada rasio pembagian data 80:20, memperoleh nilai RMSE sebesar 324.43
dan MAPE 9.25%. Capaian ini jauh lebih baik dibandingkan skenario 70:30 yang
memiliki RMSE sebesar 452.77 dan MAPE 13.55%. Namun, peningkatan akurasi
pada rasio 80:20 membutuhkan biaya komputasi yang lebih tinggi, di mana proses
pelatihan memakan waktu sekitar 4 menit 40 detik, sedikit lebih lama dibandingkan
rasio 70:30 yang selesai dalam 4 menit 12 detik. Sedangkan, pada Directional
Accuracy (DA), rasio 70:30 justru mencatatkan nilai yang sedikit lebih tinggi, yaitu
51.15%, dibandingkan rasio 80:20 yang sebesar 50.20%. Fenomena ini
menunjukkan bahwa meskipun rasio 80:20 memiliki evaluasi numerik yang lebih

baik, rasio 70:30 sedikit lebih baik dalam menebak arah pergerakan tren.

4.2.1.2 Model B

Model B dirancang untuk menguji pengaruh peningkatan jumlah hidden
unit terhadap akurasi prediksi. Berbeda dengan model sebelumnya, konfigurasi ini
menggandakan jumlah Aidden unit IndRNN menjadi 128 neuron, namun tetap
mempertahankan window size yang sama yaitu 20 hari. Hasil visualisasi
perbandingan antara tren data input dan hasil prediksi pada Model B dapat dilihat

pada Gambar 4.2.
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ModelB | RELU | 70:30 ModelB | RELU | 80:20
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a. Model B 70:30 b. Model B 80:20
Gambar 4.2 Grafik Model B pada 30 Hari Terakhir Data Testing

Secara visual pada Gambar 4.2, terlihat bahwa peningkatan kompleksitas
model menjadi 128 neuron menghasilkan kurva prediksi yang lebih halus
dibandingkan Model A, namun secara umum model masih menunjukkan perilaku
konservatif terhadap momentum input. Meskipun data inmput (garis hitam)
memperlihatkan tren kenaikan yang kuat menuju titik prediksi, kedua skenario
pembagian data pada Model B tetap memprediksi terjadinya penurunan harga. Pada
rasio 70:30 dan 80:20, garis prediksi (oranye) langsung bergerak turun menjauhi
level harga terakhir data input, melebar dari data aktual (biru) yang cenderung
bertahan di area atas. Hal ini mengindikasikan bahwa penambahan jumlah hidden
unit saja belum cukup untuk menghasilkan prediksi yang lebih akurat. Rincian nilai

evaluasi performa Model B untuk kedua rasio pembagian data disajikan dalam

Tabel 4.5.
Tabel 4.5 Hasil Evaluasi pada Model B (ReLU)
Model B (ReLLU) RMSE MAPE DA Time Training
70:30 312.85 9.10% 49.74% 4 menit 42 detik
80:20 317.02 9.39% 51.02% 5 menit 2 detik

Berdasarkan evaluasi pada Tabel 4.5, selisih performa antara kedua rasio

terbilang sangat tipis. Skenario 70:30 mencatatkan RMSE sebesar 312.85 dan
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MAPE 9.10%, hanya unggul sedikit dibandingkan skenario 80:20 yang memiliki
RMSE 317.02 dan MAPE 9.39%. Namun, pada evaluasi Directional Accuracy,
rasio 80:20 sedikit lebih unggul dengan nilai 51.31%, dibandingkan rasio 70:30
yang sebesar 49.74%. Sedangkan dari sisi komputasi, peningkatan kompleksitas
model berdampak pada durasi pelatihan. Waktu training pada rasio 80:20 berdurasi
5 menit 2 detik, sedikit lebih lama dibandingkan rasio 70:30 yang memakan waktu

4 menit 42 detik.

4.2.1.3 Model C

Pada Model C parameter window size ditingkatkan menjadi 30 hari,
sedangkan untuk hidden unit sebanyak 64 neuron. Model C dilatih selama 1000
epoch untuk melihat apakah penambahan input dapat membantu model mengenali

pola harga dengan lebih baik. Hasil visualisasi perbandingan antara tren data input

dan hasil prediksi pada Model C dapat dilihat pada Gambar 4.3.

ModelC | RELU | 70:30 ModelC | RELU | 80:20
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a. Model C 70:30 b. Model C 80:20
Gambar 4.3 Grafik Model C pada 30 Hari Terakhir Data Testing

Secara visual pada Gambar 4.3, terlihat bahwa peningkatan window size
menjadi 30 hari justru berdampak negatif terhadap akurasi prediksi arah tren.

Meskipun data input (garis hitam) menunjukkan pola kenaikan harga (uptrend)
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yang solid selama 30 hari ke belakang, respons model pada kedua skenario
pembagian data menunjukkan divergensi yang ekstrem. Tepat setelah titik prediksi
dimulai (=0), garis prediksi (oranye) mengalami penurunan yang curam, bergerak
berlawanan arah dengan momentum input-nya. Sedangkan untuk hasil evaluasi

error, akurasi arah, serta waktu fraining pada Model C disajikan dalam Tabel 4.6.

Tabel 4.6 Hasil Evaluasi pada Model C (ReLU)

Model C (ReLLU) RMSE MAPE DA Time Training
70:30 388.3 11.6% 50.65% 6 menit 10 detik
80:20 400.95 12.2% 50.1% 6 menit 40 detik

Hasil evaluasi pada Tabel 4.6 mengonfirmasi penurunan performa tersebut.
Berbeda dengan Model A dan Model B, Model C mencatatkan nilai error yang jauh
lebih tinggi. Pada skenario 70:30, diperoleh RMSE sebesar 388.30 dengan MAPE
11.6%. Penambahan data latih pada skenario 80:20 justru memperburuk akurasi,
dengan RMSE meningkat menjadi 400.95 dan MAPE naik ke angka 12.2%. Dari
sisi Directional Accuracy, kedua rasio menunjukkan hasil yang stagnan di angka
50.66% dan 50.10%. Selain penurunan akurasi, penambahan window size juga
berdampak signifikan pada biaya komputasi. Waktu pelatihan meningkat drastis
menjadi kisaran 6 menit, lebih lama dibandingkan Model A dan B yang rata-rata

selesai di bawah 5 menit.

4.2.1.4 Model D

Pada Model D, jumlah hidden unit ditingkatkan menjadi 128 neuron, dengan
tetap mempertahankan window size sebanyak 30 hari. Konfigurasi ini bertujuan
untuk melihat apakah peningkatan kapasitas komputasi (hidden unit) mampu

mengompensasi kesulitan yang dialami model sebelumnya dalam mengolah
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window data yang panjang. Hasil visualisasi perbandingan antara tren data input

dan hasil prediksi pada Model D dapat dilihat pada Gambar 4.4.

ModelD | RELU | 70:30 ModelD | RELU | 80:20

—— Input History = Input History
Prediction Prediction
—— Actual — Actual

Past (Input Window) Future (Forecast Horizon) Past (Input Window) Future (Forecast Horizon)
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=5 a 5 =5 o 5
Time Step (Days) Time Step (Days)

a. Model D 70:30 b. Model D 80:20
Gambar 4.4 Garfik Model D pada 30 Hari Terakhir Data Testing

Secara visual pada Gambar 4.4, terlihat perbedaan perilaku yang cukup
kontras antara kedua skenario pembagian data dalam merespons momentum input.
Pada rasio 70:30, peningkatan jumlah hidden unit tampaknya belum cukup untuk
mengatasi bias negatif dari window size 30 hari. Meskipun data input (garis hitam)
menunjukkan tren kenaikan yang jelas, garis prediksi (oranye) masih menunjukkan
pola penurunan yang tajam, serupa dengan kegagalan yang terjadi pada Model C.

Namun, perbaikan performa mulai terlihat pada rasio 80:20. Dengan jumlah
data latih yang lebih banyak, garis prediksi terlihat mulai mencoba mendekati data
aktual (biru). Meskipun arah umumnya masih menurun dan belum mampu
menyamai level harga aktual, kurva penurunannya terlihat jauh lebih landai dan
terkendali dibandingkan rasio 70:30. Hal ini mengindikasikan bahwa kombinasi
arsitektur yang lebih kompleks (128 unif) dan data latih yang lebih kaya (80%)

mulai membantu model untuk meredam kesalahan prediksi ekstrem, meskipun



34

belum sepenuhnya mampu menangkap momentum kenaikan harga yang
sebenarnya.
Rincian nilai evaluasi error, akurasi arah, serta durasi waktu training

disajikan dalam Tabel 4.7.

Tabel 4.7 Hasil Evaluasi pada Model D (ReLU)

Model D (ReLU) RMSE MAPE DA Time Training
70:30 338.06 9.64% 49.98% 6 menit 37 detik
80:20 286.69 8.18% 49% 7 menit 10 detik

Berdasarkan hasil yang dipaparkan pada Tabel 4.7, pada rasio 80:20, Model
D berhasil mencatatkan nilai RMSE terendah di antara seluruh eksperimen ReL.U,
yaitu sebesar 286.69, dengan nilai MAPE di angka 8.18%. Capaian ini jauh lebih
baik dibandingkan rasio 70:30 yang masih tertahan di RMSE 338.06. Artinya,
penambahan data latih sebesar 10% pada model kompleks ini memberikan dampak
terhahap akurasi numerik. Namun, kemampuan Model D 80:20 dalam menebak
arah tren justru hanya memperoleh DA 49%. Konsekuensi dari kompleksitas tinggi
pada Model D adalah beban komputasi yang besar. Proses pelatihan pada rasio

80:20 memakan waktu hingga 7 menit 10 detik.

4.2.2 Fungsi Aktivasi PreLU

Selanjutnya, pengujian beralih pada penerapan fungsi aktivasi Parametric
Rectified Linear Unit (PReLU). Pengujian dilakukan terhadap keempat skenario
arsitektur (Model A, B, C, dan D) untuk melihat seberapa konsisten performa
prediksi yang dihasilkan dalam mengenali tren data, baik pada pengaturan memori
jangka pendek maupun panjang. Rincian analisis performa dari masing-masing

eksperimen tersebut dipaparkan sebagai berikut.
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4.2.2.1 Model A

Model A menggunakan kombinasi parameter dengan window size sebanyak
20, jumlah unit IndRNN sebanyak 64, dan jumlah epoch sebanyak 1000. Model ini
diuji menggunakan dua rasio pembagian data, yaitu 70:30 dan 80:20. Hasil
visualisasi perbandingan antara tren data input dan hasil prediksi pada Model A

dengan aktivasi PReLU dapat dilihat pada Gambar 4.5.

ModelA | PRELU | 70:30 ModelA | PRELU | 80:20
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Gambar 4.5 GrafikModel A pada 30 Hari Terakhir Data Testing

Secara visual pada Gambar 4.5, terlihat bahwa penggunaan fungsi aktivasi
PReLU pada Model A menghasilkan pola prediksi yang memiliki karakteristik
serupa dengan fungsi aktivasi sebelumnya. Model masih menunjukkan bias negatif
yang kuat dalam merespons momentum harga. Meskipun data input (garis hitam)
menunjukkan pergerakan harga yang sedang naik, garis prediksi (oranye) pada
kedua rasio pembagian data justru bergerak berlawanan arah. Baik pada rasio 70:30
maupun 80:20, model memproyeksikan terjadinya penurunan setelah periode
prediksi dimulai, sehingga menciptakan gap yang semakin melebar terhadap data

aktual (biru).
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Adapun rekapitulasi nilai evaluasi error, akurasi arah, serta durasi waktu

pelatihan disajikan dalam Tabel 4.8 untuk memberikan gambaran performa dari

Model A.
Tabel 4.8 Hasil Evaluasi pada Model A (PReLU)
Model A (PReLLU) RMSE MAPE DA Time Training
70:30 388.01 11.24% 51.55% 6 menit 22 detik
80:20 416.77 12.8% 51.19% 6 menit 58 detik

Data pada Tabel 4.8 mengonfirmasi grafik yang ditampilkan pada Gambar
4.5. Rasio 70:30 dan 80:20 mencatatkan nilai evaluasi numerik yang lumayan
tinggi, pada rasio 70:30 memperoleh 388.01 dengan MAPE 11.24%. Sementara itu,
pada rasio 80:20, RMSE naik menjadi 416.77 dengan MAPE 12.8%. Namun pada
evaluasi Directional Accuracy. Rasio 70:30 memperoleh nilai DA sebesar 51.56%,
yang merupakan angka yang cukup baik dalam memprediksi arah tren. Dari sisi
komputasi, penggunaan PReLU terbukti memakan biaya waktu yang lebih mahal
dibanding dengan ReLLU. Waktu pelatihan rasio 70:30 berdurasi 6 menit 22 detik
dan rasio 80:20 berdurasi 6 menit 58 detik, jauh lebih lama dibandingkan ReLU
yang hanya membutuhkan waktu sekitar 4 menit. Hal ini disebabkan oleh
komputasi tambahan untuk memperbarui parameter o pada setiap neuron selama

proses training.

4.2.2.2 Model B

Pada Model B, jumlah hidden unit ditingkatkan menjadi 128 neuron dengan
tetap mempertahankan window size 20 hari. Fokus utama pengujian ini adalah
melihat apakah fungsi aktivasi PReLU dapat belajar dengan kapasitas unit yang

lebih besar untuk menangkap pola data yang lebih kompleks. Visualisasi
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perbandingan antara tren data input dan hasil prediksi pada Model B ditunjukkan

pada Gambar 4.6.
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Gambar 4.6 Grafik Model B pada 30 Hari Terakhir Data Testing
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Secara visual pada Gambar 4.6, terlihat bahwa penambahan jumlah hidden
unit belum memberikan dampak signifikan dalam memperbaiki arah prediksi.
Karakteristik grafik yang dihasilkan masih sangat serupa dengan Model A, di mana
model tetap menunjukkan sentimen negatif yang kuat. Peningkatan hidden unit
menjadi 128 neuron tampaknya hanya membuat kurva penurunan menjadi sedikit
lebih halus, namun tidak mengubah pola prediksi (garis oranye) yang mendekati
data aktual (garis biru). Hal ini mengindikasikan bahwa kombinasi window size 20
hari dengan aktivasi PReLU memiliki kecenderungan bias yang persisten terhadap
pola penurunan historis, dan sekadar menambah jumlah neuron tidak cukup untuk
membuat model lebih sensitif terhadap tren yang sedang terjadi pada data aktual.

Adapun rekapitulasi nilai evaluasi error, akurasi arah, serta durasi waktu
pelatihan disajikan dalam Tabel 4.9 untuk memberikan gambaran performa dari

Model B.
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Tabel 4.9 Hasil Evaluasi pada Model B (PReLU)

Model B (PReL.U) RMSE MAPE DA Time Training
70:30 438.39 13.23% 51.13% 6 menit 51 detik
80:20 426.17 13.21% 49.25% 7 menit 26 detik

Berdasarkan hasil evaluasi dari Tabel 4.9, hasil nya lebih tergambarkan
bahwasannya Model B masih belum mengalami peningkatan. Hal ini ditunjukkan
oleh RMSE sebesar 426.17 dan MAPE 13.21% untuk rasio 80:20 serta rasio 70:30
mencatat RMSE 438.39 dan MAPE 13.23%. Namun pada evaluasi Directional
Accuracy pada rasio 70:30 masih mampu menjaga DA di angka 51.14%, sedangkan
80:20 turun menjadi 49.25%. Penambahan hidden unit juga membebani proses
pelatihan secara signifikan. Waktu training yang dibutuhkan pada rasio 80:20

menembus angka 7 menit 26 detik.

4.2.2.3 Model C

Model C merupakan konfigurasi yang memperluas rentang input historis
dengan menetapkan window size sebesar 30 hari, sementara hidden unit memiliki
jumlah 64 neuron. Hasil visualisasi perbandingan antara tren data input dan hasil

prediksi pada Model C dapat dilihat pada Gambar 4.7.
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Gambar 4.7 Grafik Model C pada 30 Hari Terakhir Data Testing
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Secara visual pada Gambar 4.7, terlihat keduanya masih menunjukkan
kecenderungan bias negatif terhadap tren input (garis hitam). Pada rasio 70:30,
model tampak kesulitan mengelola memori jangka panjang. Meskipun data input
menunjukkan tren kenaikan, garis prediksi (oranye) justru mengalami penurunan
dan menjauhi data aktual (garis biru). Sebaliknya, perbaikan performa terlihat pada
rasio 80:20. Garis prediksi pada rasio ini terlihat jauh lebih terkendali dan tidak
mengalami penurunan sedrastis rasio 70:30. Jarak (gap) antara prediksi dan data
aktual menjadi lebih rapat, yang mengindikasikan bahwa penambahan data latih
membantu parameter PReLU untuk meredam kesalahan prediksi, sehingga
menghasilkan kurva yang lebih landai.

Namun, terlepas dari perbaikan pada rasio 80:20, secara umum kedua grafik
menunjukkan bahwa Model C masih belum mampu sepenuhnya mengikuti pola
tren fluktuatif pada data aktual. Model C masih cenderung memprediksi penurunan
(downtrend) meskipun dihadapkan pada momentum input yang sedang naik.

Adapun rekapitulasi nilai evaluasi error, akurasi arah, serta durasi waktu

pelatihan disajikan dalam Tabel 4.10 untuk memberikan gambaran performa dari

Model C.
Tabel 4.10 Hasil Evaluasi pada Model C (PReLU)
Model C (PReLLU) RMSE MAPE DA Time Training
70:30 433.37 12.92% 52.14% 9 menit 8 detik
80:20 361.24 10.86% 50.74% 10 menit 3 detik

Berdasarkan hasil evaluasi yang ditunjukkan oleh Tabel 4.10, terlihat bahwa
perbedaan rasio menunjukkan perbedaan. Pada rasio 80:20, model menunjukkan

kemampuan yang relatif lebih baik dalam meminimalisir kesalahan prediksi,
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dengan memperoleh nilai RMSE sebesar 361.24 dan MAPE 12.97%. Sebaliknya,
pada rasio 70:30, terjadi penurunan, nilai RMSE berada di angka 433.37 dengan
MAPE 10.86%. Pada evaluasi Directional Accuracy, rasio 70:30 memperoleh nilai
DA terbaik yakni 52.14% sedangkan pada rasio 80:20 hanya memperoleh 50.74%.
Sedangkan dari prespektif komputasional, durasi training Model C tercatat lebih
lama dibandingkan Model A dan B, hal ini diakibatkan oleh dimensi input yang
lebih besar. Waktu yang dibutuhkan mencapai 9 menit 8 detik untuk rasio 70:30 dan

10 menit 3 detik untuk rasio 80:20.

4.2.2.4 Model D

Model D mengkombinasikan dimensi input historis yang panjang (window
size 30 hari) dengan jumlah hidden unit 128. Eksperimen ini ditujukan untuk
mengobservasi apakah fungsi aktivasi PReLU mampu memproses input yang
panjang dan jumlah Aidden unit yang besar untuk menghasilkan prediksi yang lebih
akurat. Komparasi visual antara tren data input dan hasil prediksi pada Model D

dapat diamati pada Gambar 4.8.
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Secara visual pada Gambar 4.8, terlihat perbedaan stabilitas prediksi yang
sangat signifikan antara kedua rasio pembagian data, meskipun keduanya masih
belum mampu mengikuti level harga aktual. Pada rasio 70:30, model menunjukkan
kegagalan dalam menangkap momentum positif dari data input. Meskipun garis
input (hitam) naik, garis prediksi (oranye) justru mengalami penurunan,
menciptakan divergensi yang sangat lebar terhadap data aktual (biru). Sebaliknya,
pada rasio 80:20, terlihat adanya perbaikan yang nyata dalam hal stabilitas.
Meskipun pada awal prediksi model sempat melakukan koreksi turun, garis prediksi
kemudian mampu menahan penurunan dan bergerak mendekati data aktual mulai
hari ke-10 hingga akhir. Hal ini berbeda jauh dengan rasio 70:30 yang terus
menurun. Adapun rekapitulasi nilai evaluasi error, akurasi arah, serta durasi waktu

pelatihan disajikan dalam Tabel 4.11 untuk memberikan gambaran performa dari

Model D.
Tabel 4.11 Hasil Evaluasi pada Model D (PReLU)
Model D (PReLLU) RMSE MAPE DA Time Training
70:30 428.31 12.67% 51.8% 9 menit 49 detik
80:20 375.06 11.54% 48.7% 10 menit 42 detik

Berdasarkan hasil yang diperoleh dari Tabel 4.11, proporsi pembagian data
sangat berdampak terhadap akurasi yang diperoleh, pada rasio 70:30, model
mencatatkan nilai RMSE sebesar 428.31 dan MAPE 12.67%. Namun, ketika data
latih diperbesar menjadi rasio 80:20, tingkat akurasi meningkat, di mana nilai
RMSE menurun menjadi 375.06 dan MAPE 11.54%. Meskipun baik didalam

evaluasi numerik, rasio 80:20 mengalamai penurunan pada evaluasi Directional
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Accuracy (DA). Rasio 80:20 memperoleh nilai DA 48.7%, sedangkan rasio 70:30
justru lebih baik yakni memperoleh 51.8%.

Konsekuensi dari tingginya kompleksitas arsitektur pada Model D
mencatatkan durasi pelatihan terlama di antara seluruh skenario eksperimen. Waktu
yang dibutuhkan mencapai 9 menit 49 detik untuk rasio 70:30 dan 10 menit 42 detik

untuk rasio 80:20.

4.2.3 Fungsi Aktivasi ELU

Tahapan eksperimen selanjutnya difokuskan pada evaluasi kinerja fungsi
aktivasi Exponential Linear Unit (ELU). Pengujian ini diterapkan secara
menyeluruh pada keempat skenario arsitektur (Model A, B, C, dan D) untuk
menguji fungsi aktivasi ELU dalam menangkap dinamika tren data historis, baik
dari rasio pembagian data, ukuran window, dan kompleksitas neuron (hidden unit).
Adapun hasil analisis performa dan perbandingan tingkat error dari masing-masing

konfigurasi model diuraikan sebagai berikut.

4.2.3.1 Model A

Model A menggunakan kombinasi parameter dengan window size sebanyak
20, jumlah unit IndRNN sebanyak 64, dan jumlah epoch sebanyak 1000. Model ini
diuji menggunakan dua rasio pembagian data, yaitu 70:30 dan 80:20. Hasil dari

pengujian di tunjukkan pada Gambar 4.9.
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Gambar 4.9 Grafik Model A pada 30 Hari Terakhir Data Testing

Secara visual pada Gambar 4.9, meskipun kedua grafik masih
memperlihatkan kecenderungan prediksi yang bergerak turun dan tidak berhasil
menangkap kenaikan harga yang terjadi di data input (garis hitam), grafik rasio
80:20 memperlihatkan garis prediksi (garis kuning) yang lebih mendekati data
aktual (garis biru) dan berusaha mempertahankan posisinya mendekati harga
aktual. Sebaliknya, pada grafik rasio 70:30, garis prediksi terlihat mengalami
penurunan yang lebih signifikan dan menjauhi data aktual.

Sebagai transparansi data hasil eksperimen, Tabel 4.12 berikut merangkum
metrik evaluasi yang meliputi kesalahan numerik, akurasi arah tren, serta durasi

komputasi yang dibutuhkan.

Tabel 4.12 Hasil Evaluasi pada Model A (ELU)

Model A (ELU) RMSE MAPE DA Time Training
70:30 376.96 11.18% 52.07% 6 menit 38 detik
80:20 351.26 10.37% 52.01% 7 menit 14 detik

Berdasarkan Tabel 4.12, terlihat adanya perbedaan kualitas prediksi yang
tidak terlalu jauh yang dipengaruhi oleh rasio pembagian data. Pada rasio 80:20,

Model A dengan aktivasi ELU menunjukkan kinerja yang cukup impresif dengan
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menekan nilai RMSE ke angka 351.26 dan MAPE 10.37%. Pada rasio 70:30,
mengalami penurunan akurassi RMSE sebesar 445.45 dan MAPE 13.43%. Pada
aspek Directional Accuracy (DA). Rasio 80:20 memiliki nilai DA yang lebih rendah
yakni 52.01%, sedangkan pada rasio 70:30 evaluasi DA nya sedikit meningkat
menjadi 52.07%. Peningkatan jumlah rasio dan penerapan fungsi eksponensial pada
ELU menyebabkan durasi pelatihan yang lebih lama dibandingkan fungsi aktivasi
sebelumnya. Pada Model A waktu pelatihan yang dibutuhkan yakni mencapai 6

menit 38 detik untuk rasio 70:30 dan 7 menit 14 detik untuk rasio 80:20.

4.2.3.2 Model B

Model B konfigurasi untuk jumlah unit IndRNN ditingkatkan menjadi 128
neuron, dengan tetap mempertahankan window size 20 hari. Pengujian ini
difokuskan untuk melihat apakah penambahan jumlah neuron dengan fungsi
aktivasi ELU dapat menghasilkan akurasi yang lebih baik atau malah mengalami
penurunan. Hasil visualisasi perbandingan antara nilai prediksi dengan nilai aktual

harga saham pada Model B berbasis ELU dapat dilihat pada Gambar 4.10.
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Hasil yang ditunjukkan pada Gambar 4.10, masih memiliki karakteristik
yang sama seperti pada Model A sebelumnya, pada Model B juga masih gagal
dalam menangkap pola pada data aktual (garis biru) dan juga masih belum bisa
menangkap tren yang terjadi pada data input (garis hitam). Garis prediksi (oranye)
pada kedua grafik tersebut cenderung bergerak turun secara perlahan dan gagal
menangkap pola fluktuasi dari data harga aktual. Namun, pada rasio 80:20 gap
antara garis prediksi dan data aktual tidak selebar rasio 70:30. Hal ini
mengindikasikan peningkatan jumlah Aidden unit pada fungsi aktivasi ELU masih
belum mampu menangkap pola yang terjadi pada data aktual.

Sebagai transparansi data hasil eksperimen, Tabel 4.13 menyajikan
rekapitulasi nilai error prediksi, akurasi arah tren, serta durasi waktu pelatihan yang

dibutuhkan oleh masing-masing konfigurasi rasio data.

Tabel 4.13 Hasil Evaluasi pada Model B (ELU)

Model B (ELU) RMSE | MAPE DA Time Training
70:30 37931 | 11.18% | 52.29% | 7 menit 15 detik
80:20 398.81 12% 51.43% | 7 menit 53 detik

Berdasarkan Tabel 4.13 Model B menghasilkan performa yang relatif setara
antar kedua rasio pembagian data, namun dengan tingkat error yang cukup tinggi.
Pada rasio 70:30, model mencatatkan RMSE sebesar 379.31 dengan MAPE
11.18%. Sementara itu, pada rasio 80:20, performanya sedikit menurun dengan nilai
RMSE sebesar 398.81 dan MAPE 12%. Pada aspek Directional Accuracy (DA),
terdapat sedikit peningkatan. Rasio 70:30 mencatatkan kemampuan prediksi arah
tren yang sedikit lebih baik, yakni 52.29%, dibandingkan rasio 80:20 yang berada

di angka 51.43%.
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Namun, untuk waktu training yang dibutuhkan, Model B membutuhkan
waktu sebesar 7 menit 15 detik untuk rasio 70:30 dan 7 menit 53 detik untuk rasio
80:20. Peningkatan waktu training yang dibutuhkan ini menegaskan bahwa
penggunaan ELU pada penambahan jumlah hidden unit menuntut sumber daya

waktu yang lebih lama.

4.2.3.3 Model C
Model C merepresentasikan skenario pengujian dengan rentang memori
historis yang diperpanjang (window size 30 hari) namun dengan jumlah hidden unit

64. Hasil perbandingan visual antara nilai prediksi dengan pergerakan harga aktual

pada Model C ditunjukkan pada Gambar 4.11.
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Gambar 4.11 Grafik Model C pada 30 Hari Terakhir Data Testing

Pada Gambar 4.11, memperlihatkan kedua rasio masih belum mampu
menangkap pola yang diberikan oleh data input (garis hitam) yang mengalami
kenaikan, kedua grafik menunjukkan hasil prediksi (garis oranye) yang cenderung
menurun. Namun, grafik rasio 80:20 memperlihatkan garis prediksi yang sangat

dekat dengan harga aktual. Sementara itu, pada grafik rasio 70:30, garis prediksi
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bergerak turun menjauhi data aktual dan kurang menangkap pola pada data aktual.
Hal ini mengindikasikan peningkatan jumlah input dengan jumlah data training
yang lebih banyak dapat menghindari kesalahan prediksi yang lebih mminimal.
Selanjutnya, Tabel 4.14 merangkum indikator kinerja utama yang mencakup
evaluasi error secara numerik, arah pergerakan, serta total durasi waktu yang

dibutuhkan untuk proses training pada Model C.

Tabel 4.14 Hasil Evaluasi pada Model C (ELU)

Model C (ELU) RMSE MAPE DA Time Training
70:30 432.82 13.05% 51.49% 9 menit 31 detik
80:20 356.23 10.37% 51.61% | 10 menit 29 detik

Berdasarkan hasil dari Tabel 4.14, terlihat jelas bahwa penerapan ELU pada
window size 30 hari menuntut sumber daya komputasi yang sangat masif. Model C
memerlukan waktu fraining mencapai 9 menit 31 detik untuk rasio 70:30 dan 10
menit 29 detik untuk rasio 80:20. Sedangkan secara evaluasi numerik, Model C
dengan rasio 80:20 memperoleh nilai RMSE 356.23 dengan MAPE 10.37%.
Kinerja ini lebih unggul dibandingkan rasio 70:30 yang menghasilkan RMSE
sebesar 432.82 dan MAPE 13.05%. Namun, pada metrik Directional Accuracy
(DA) hasil dari kedua rasio tidak jauh berbeda, rasio 70:30 memperoleh 51.49%

dan rasio 80:20 memperoleh 51.61%.

4.2.3.4 Model D
Pada Model D, konfigurasinya memiliki jumlah window sebesar 30 hari dan
jumlah hidden unit sebanyak 128 neuron. Eksperimen ini bertujuan untuk menguji

apakah fungsi aktivasi ELU dapat memproses data input yang lebih panjang dan
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juga neuron yang lebih kompleks. Gambaran visual mengenai hasil yang diperoleh

dari Model D dapat dicermati pada Gambar 4.12.
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Gambar 4.12 Grafik Model D pada 30 Hari Terakhir Data Testing

Grafik yang dihasilkan pada Gambar 4.12 menunjukkan Model D juga

masih belum mampu melihat tren yang terjadi pada data input (garis hitam) yang

menunjukkan kenaikan. Kedua rasio masih menunjukkan hasil prediksi (garis

oranye) yang cenderung menurun dan bergerak menjauhi data aktual (garis biru),

meskipun dengan rasio 70:30 nilai prediksi berusaha untuk mengikuti fluktuatifnya

data aktual namun garisnya terus menurun yang menyebabkan semakin jauh dengan

data aktual. Sedangkan pada rasio 80:20 grafik prediksinya cenderung lebih landai

namun masih belum terlalu mengikuti fluktuatifnya data aktual.

Selanjutnya, untuk hasil evaluasi ditunjukkan pada Tabel 4.15 yang

menyajikan hasil evaluasi error secara numerik, arah pergerakan, serta durasi

training yang dibutuhkan Model D.

Tabel 4.15 Hasil Evaluasi pada Model D (ELU)

Model D (ELU) RMSE MAPE DA Time Training
70:30 355.7 10.48% 51.49% 10 menit 34 detik
80:20 346.47 10.03% 51.1% 11 menit 23 detik
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Berdasarkan Tabel 4.15, menunjukan bahwasannya pada rasio 80:20,
memiliki nilai akurasi numerik yang sedikit lebih baik dibanding dengan rasio
70:30, yakni memperoleh RMSE 346.47 dan MAPE 10.03. Namun pada evaluasi
Dirrectional Accuracy, rasio 70:30 memperoleh nilai DA sedikit lebih tinggi
disbanding rasio 80:20. Dari keseluruhan skenario pada fungsi aktivasi ELU, Model
D merupakan skenario dengan nilai akurasi yang paling baik dari pada model-
model sebelumnya, hal ini mengindikasikan bahwasannya fungsi aktivasi ELU
dapat memproses dengan input yang lebih panjang dan hidden unit yang lebih
kompleks. Namun, akibat kompleksitas pada Model D menyebabkan beban
komputasi yang lebih berat, yang mana durasi pelatihannya mencapai hingga 11

menit 23 detik pada rasio 80:20 dan 10 menit 34 detik pada rasio 70:30.

4.2.4 Fungsi Aktivasi Tanh

Rangkaian eksperimen pada parameter fungsi aktivasi selanjutnya yaitu
menggunakan Hyperbolic Tangent (Tanh). Karakteristik Tanh yang memetakan
nilai input ke dalam rentang -1 hingga 1 memberikan perspektif berbeda
dibandingkan fungsi sebelum-sebelumnya. Pengujian ini diterapkan secara pada
keempat skenario model (Model A, B, C, dan D). Adapun uraian lengkap mengenai
kinerja prediksi dan stabilitas model dari setiap konfigurasi dipaparkan sebagai

berikut.

4.2.4.1 Model A
Model A memiliki konfigurasi parameter window size 20 hari dan jumlah

hidden unit sebanyak 64 neuron. Gambaran visual mengenai kualitas hasil prediksi
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dibandingkan dengan data aktual pada Model A berbasis Tanh dapat dilihat pada

Gambar 4.13 berikut.
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Gambar 4.13 Grafik Model A pada 30 Hari Terakhir Data Testing

Berdasarkan Gambar 4.13 hasil prediksi (garis oranye) juga
memperlihatkan bahwasannya pada kedua rasio masih belum mampu mengikuti
tren yang terjadi pada data input (garis hitam) yang mengalami peningkatan. Pada
rasio 70:30 hasil prediksi mengalami penurunan secara perlahan menjauhi tren
harga aktual (garis biru). Sebaliknya, pada grafik rasio 80:20, hasil prediksi
cenderung lebih landai dan tidak terlalu jauh dengan data aktual. Namun, dari kedua
rasio tersebut masih belum menangkap pola data aktual yang fluktuatif.

Hasil perhitungan nilai evaluasi baik secara numerik, arah pergerakan dan

waktu yang diperlukan pada saat proses training terhadap model A disajikan pada

Tabel 4.16.
Tabel 4.16 Hasil Evaluasi pada Model A (Tanh)
Model A (Tanh) RMSE MAPE DA Time Training
70:30 364.62 10.69% 50.99% 4 menit 1 detik

80:20 304.78 8.79% 51.69% 4 menit 22 detik
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Berdasarkan Tabel 14.6, rasio 80:20 berhasil mencatatkan nilai RMSE
sebesar 304.78 dengan MAPE hanya 8.79%. Capaian ini jauh mengungguli rasio
70:30, yang masih memiliki tingkat kesalahan cukup tinggi dengan RMSE 364.62
dan MAPE 10.69%. Konsistensi positif juga terlihat pada indikator Directional
Accuracy (DA). Rasio 80:20 mampu memprediksi arah tren dengan akurasi
51.69%, lebih tinggi dibandingkan rasio 70:30 yang sebesar 50.99%. Selain
keunggulan akurasi, Tanh juga menawarkan efisiensi komputasi yang sangat baik.
Durasi pelatihan yang dibutuhkan tergolong singkat, yakni 4 menit 1 detik untuk

rasio 70:30 dan 4 menit 22 detik untuk rasio 80:20.

4.2.4.2 Model B
Pada Model B jumlah hidden unit ditingkatkan menjadi 128 neuron,
sementara parameter window size tetap dipertahankan pada 20 hari. Hasil prediksi

dan harga aktual pada Model B divisualisasikan melalui Gambar 4.14.
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Gambar 4.14 Grafik Model B pada 30 Hari Terakhir Data 7esting

Secara visual, nilai prediksi (garis oranye) terhadap data aktual (garis biru)
dari kedua rasio menunjukkan adanya perbedaan yang cukup signifikan. Pada rasio

70:30, garis prediksi berusaha mengikut pola fluktuatif data aktual, namun
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pergerakannya menurun dan menjauhi data aktual. Sebaliknya, pada grafik rasio
80:20, garis prediksi cenderung menurun secara perlahan dan masih belum
menangkap pola fluktuatif harga saham. Meskipun begitu, pada kedua rasio ini juga
masih belum mampu menangkap tren yang terjadi pada data input (garis hitam)
yang sedang mengalami kenaikan secara perlahan.

Hasil perhitungan nilai evaluasi baik secara numerik, arah pergerakan, dan

waktu training pada Model B disajikan pada Tabel 4.17.

Tabel 4.17 Hasil Evaluasi pada Model B (Tanh)

Model B (Tanh) RMSE MAPE DA Time Training
70:30 372.23 11.09% 51.67% 4 menit 34 detik
80:20 328.85 9.73% 50.72% 5 menit

Berdasarkan tabel 4.17 terlihat bahwa rasio 80:20 berhasil mencatatkan nilai
RMSE sebesar 328.85 dengan MAPE 9.73%. Angka ini sedikit lebih baik
dibandingkan rasio 70:30 yang mengalami peningkatan dengan RMSE mencapai
372.23 dan MAPE 11.09%. Sedangkan pada evaluasi Directional Accuracy (DA)
rasio 70:30 justru menunjukkan hasil yang lebih baik dengan memperoleh nilai DA
sebesar 51.67%, mengungguli rasio 80:20 yang berada di angka 50.72%.
Peningkatan jumlah hidden unit mempengaruhi durasi pelatihan, pada Model B
waktu pelatihan yang dibutuhkan meningkat menjadi 4 menit 34 detik pada rasio

70:30 dan mencapai 5 menit pada rasio 80:20.

4.2.4.3 Model C
Model C merepresentasikan konfigurasi dengan rentang input historis yang
lebih panjang, menggunakan parameter window size sebesar 30 hari sedangkan

untuk hidden unit sejumlah 64. Pada skenario ini, fungsi aktivasi Tanh diuji
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kemampuannya dalam mengelola pada dimensi input yang lebih besar. Gambaran

visual mengenai perbandingan antara nilai prediksi dengan pergerakan harga aktual

pada Model C berbasis Tanh dapat dilihat pada Gambar 4.15.
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Gambar 4.15 Grafik Model C pada 30 Hari Terakhir Data Testing

Grafik yang ditunjukkan pada Gambar 4.15, memberikan perbedaan yang

cukup signifikan, pada rasio 80:20 memperlihatkan kemampuan memahami pola

yang terjadi pada data input (garis hitam) dimana hasil prediksi (garis oranye)

berbeda dengan model-model sebelumnya yang cenderung bergerak menurun, pada

Model C rasio 80:20 hasil prediksinya cenderung lebih landai dan mendekati data

aktual. Sedangkan pada grafik rasio 70:30, hasil prediksinya cenderung menurun

dan menjauhi data aktual. Hal ini mengindikasikan peningkatan jumlah input dan

dengan proporsi data training yang lebih banyak dapat meminimalisir kesalahan

prediksi. Hasil perhitungan nilai evaluasi baik secara numerik, arah pergerakan, dan

waktu yang diperlukan pada saat proses training terhadap Model C disajikan pada

tabel 4.18.

Tabel 4.18 Hasil Evaluasi pada Model C (Tanh)

Model C (Tanh) RMSE MAPE DA Time Training
70:30 368.72 10.97% 51.48% 5 menit 40 detik
80:20 291.03 8.44% 51.23% 6 menit 13 detik
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Berdasarkan Tabel 4.18, rasio 80:20 berhasil menekan tingkat kesalahan
dengan mencatatkan RMSE mencapai 291.03 dan MAPE 8.44%. Capaian ini jauh
lebih unggul dibandingkan rasio 70:30, yang menghasilkan nilai error lebih tinggi
dengan RMSE 368.72 dan MAPE 10.97%. Namun, pada hasil Directional
Accuracy (DA), meskipun rasio 70:30 memiliki error numerik yang lebih besar,
rasio ini memperoleh nilai DA sedikit lebih tinggi yakni 51.48%, dibandingkan
rasio 80:20 yang berada di angka 51.23%. Penambahan jumlah input
mempengaruhi durasi pelatihan pada Model C, durasinya mencapai 5 menit 40

detik pada rasio 70:30 dan 6 menit 13 detik pada rasio 80:20.

4.2.4.4 Model D

Pada Model D, konfigurasinya memiliki jumlah window sebesar 30 hari dan
jumlah hidden unit sebanyak 128 neuron. Eksperimen ini bertujuan untuk menguji
apakah fungsi aktivasi Tanh dapat memproses data input yang lebih 54anjang dan
juga neuron yang lebih kompleks. Gambaran visual mengenai perbandingan antara
nilai prediksi dengan pergerakan harga aktual pada Model D ditunjukkan pada

Gambar 4.16.
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Gambear 4.16 Grafik Model D pada 30 Hari Terakhir Data 7esting
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Kedua grafik pada Gambar 4.16, memperlihatkan bahwasannya pada kedua
rasio pembagian data, masih belum mampu mengikuti tren pada data input (garis
hitam) yang mengalami kenaikan, namun dari kedua rasio tersebut memperlihatkan
garis prediksi (oranye) berusaha untuk mengikuti pola fluktuatif pada data aktual
(garis biru). Namun pada rasio 70:30 cenderung bergerak menurun menjauhi data
aktual, sedangkan rasio 80:20 lebih stabil dan tidak terlalu menjauhi data aktual.
Hal ini mengindikasikan bahwasannya proporsi data fraining yang lebih banyak
pada Model D dapat memberikan hasil prediksi yang lebih baik.

Hasil perhitungan nilai evaluasi baik secara numerik, arah pergerakan dan

waktu yang diperlukan pada saat proses training terhadap Model D disajikan pada

Tabel 4.19.
Tabel 4.19 Hasil Evaluasi pada Model D (Tanh)
Model D (Tanh) RMSE MAPE DA Time Training
70:30 358.92 10.53% 50.88% 6 menit 27 detik
80:20 322.23 9.43% 51.27% 7 menit 5 detik

Berdasarkan Tabel 4.19, rasio 80:20 mencatatkan kinerja yang lebih baik
dengan nilai RMSE sebesar 322.23 dan MAPE 9.43%. Capaian ini lebih unggul
dibandingkan rasio 70:30, yang memperoleh nilai RMSE 358.92 dan MAPE
10.53%. Konsistensi yang dihasilkan oleh rasio 80:20 juga di tunjukkan pada
evaluasi Directional Accuracy (DA) yang memperoleh 51.27% sedikit lebih unggul
dibanding rasio 70:30 yang hanya memperoleh nilai DA sebesar 50.88%.
Kompleksitas pada Model D juga menyebabkan waktu training terlama pada fungsi
aktivasi Tanh, pada rasio 70:30 waktu yang dibutuhkan adalah 6 menit 27 detik dan

7 menit 5 detik untuk rasio 80:20.
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4.3 Pembahasan

Setelah melalui serangkaian tahapan pengujian terhadap empat variasi
arsitektur model (Model A, B, C, dan D) yang dikombinasikan dengan empat jenis
fungsi aktivasi (ReLU, PReLU, ELU, dan Tanh), tahap selanjutnya adalah
melakukan komparasi menyeluruh untuk menentukan konfigurasi yang paling
optimal. Pembahasan pada subbab ini difokuskan pada analisis komparatif terhadap
tiga aspek utama kinerja model, yaitu akurasi prediksi berdasarkan evaluasi nilai
numerik (RMSE & MAPE), kemampuan model dalam membaca arah pergerakan
harga (Directional Accuracy), serta efisiensi komputasi yang diukur dari durasi
pelatihan. Sebagai landasan analisis, rekapitulasi hasil evaluasi dari seluruh

skenario eksperimen disajikan secara lengkap pada Tabel 4.20.

Tabel 4.20 Ringkasan Hasil Evaluasi Pada Seluruh Model

Fungsi | pasio | Model | RMSE | MAPE | DA Time
Aktivasi Training

Model A | 45277 | 13.55% | 51.15% | 4m 12s

7030 | Model B | 31285 9.1% | 49.74% | 4m42s

=Y "Model C | 38823 11.6% | 50.65% | 6m 10s

ReLU Model D | 338.07 9.64% | 49.98% | 6m 37s

Model A | 324.43 9.25% | 50.2% | 4m40s

2000 | Model B | 317.02 939% | 5131% | 5m2s

Y "Model C | 400.95 122% | 50.1% | 6m 40s

Model D | 286.69 8.18% | 49% | 7m 10s

Model A | 388.01 | 11.24% | 51.55% | 6m 22s

2030 | Model B | 43839 | 13.23% | 5L.13% | 6msls

=Y "Model C | 43337 | 12.92% | 52.14% | 9m 8s

PReLU Model D | 42831 | 12.67% | 51.8% | 9m49s

Model A | 416.77 12.8% | 51.19% | 6m 58s

2020 | Model B | 42617 | 1321% | 49.25% | 7m 26s

<Y "Model C | 36124 | 10.86% | 50.74% | 10m 3s
Model D | 375.06 | 11.54% | 48.7% | 10m42s

Model A | 37696 | 11.18% | 52.07% | 6m 38s

. | ModelB | 37931 | 11.18% | 52.29% | 7m 15s

ELU | 7030 Viodel C | 432.82 | 13.05% | 51.49% | 9m 315
Model D | 355.7 10.48% | 51.49% | 10m 34s
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Fungsi | posio | Model RMSE MAPE | DA 1B
Aktivasi Training
Model A | 351.26 1037% | 52.01% | 7m 14s
0 0
ELU | 800 | ModelB | 39881 12% | 51.43% | 7m 53s

Model C 356.23 10.37% | 51.61% | 10m 29s
Model D 346.47 10.03% | 51.1% | 11m 23s
Model A 364.62 10.69% | 50.99% 4m 1Is

Model B 372.23 11.09% | 51.67% | 4m 34s

70:30 Model C 368.72 10.97% | 51.48% | 5m 40s
Tanh Model D 358.92 10.53% | 50.88% | 6m 27s
Model A 304.78 8.79% | 51.69% | 4m 22s
20:20 Model B 328.85 9.73% | 50.72% Sm
' Model C 291.03 8.44% | 51.23% | 6m 13s
Model D 322.23 9.43% | 51.27% 7m 5s

Berdasarkan rekapitulasi data pada Tabel 4.20, hasilnya menunjukkan pola
performa yang bervariasi. Fungsi aktivasi ReLU secara konsisten mengungguli
fungsi aktivasi lainnya dalam hal efisiensi waktu dan akurasi nilai prediksi.
Dominasi ini terlihat jelas pada skenario Model D (Rasio 80:20), di mana ReLU
mencatatkan nilai error terendah di antara seluruh eksperimen dengan MAPE
sebesar 8.18% dan RMSE 286.69, didukung oleh durasi pelatihan yang relatif
singkat di kisaran 7 menit. Performa yang sangat kompetitif juga ditunjukkan oleh
fungsi aktivasi Tanh, yang mampu mendekati capaian tersebut dengan MAPE
terendah 8.44% pada Model C (80:20).

Sebaliknya, penggunaan fungsi aktivasi yang lebih kompleks seperti
PReLU dan ELU menunjukkan adanya frade-off yang signifikan antara biaya
komputasi dan karakteristik prediksi. Kedua fungsi ini mencatatkan inefisiensi
waktu yang mencolok, terlihat paling ekstrem pada Model D dengan aktivasi ELU
(80:20) yang memakan waktu pelatthan hingga 11 menit 23 detik serta

menghasilkan rata-rata error numerik yang lebih tinggi (MAPE di atas 10%).
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Namun, di balik inefisiensi tersebut, ELU justru menunjukkan keunggulan unik
dalam sensitivitas membaca tren, di mana ELU berhasil mencatatkan nilai
Directional Accuracy (DA) tertinggi dari seluruh skenario eksperimen, yakni
sebesar 52.29% pada Model B (70:30). Hal ini mengindikasikan bahwa meskipun
lambat dan kurang presisi dalam menebak harga secara numeric, fitur negative
saturation pada ELU sedikit lebih baik dalam menangkap sinyal arah pergerakan.
Namun, secara umum kemampuan seluruh model dalam memprediksi arah
pergerakan harga masih cenderung terbatas, dengan nilai DA yang sebagian besar
stagnan pada rentang 49%—52%. Analisis selanjutnya akan dibagi secara spesifik

berdasarkan masing-masing metrik evaluasi.

4.3.1 Evaluasi RMSE

Evaluasi kinerja prediksi berbasis Root Mean Square Error (RMSE) yang
divisualisasikan melalui heatmap pada Gambar 4.17 memperlihatkan pola
distribusi tingkat kesalahan yang cukup dinamis antar skenario pengujian. Secara
visual, panel rasio pembagian data 80:20 menunjukkan dominasi warna hijau yang
lebih luas dibandingkan panel rasio 70:30, yang mengindikasikan bahwa
penambahan proporsi data latih secara umum efektif dalam menurunkan deviasi
kesalahan prediksi. Namun, efektivitas ini sangat bergantung pada jenis fungsi
aktivasi yang digunakan, di mana tidak semua model merespons penambahan data

dengan tingkat perbaikan yang sama.
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Gambar 4.17 Heatmap RMSE dari seluruh model

Berdasarkan visualisasi heatmap pada Gambar 4.17, hasil pengujian model
IndRNN menunjukkan bahwa proporsi data latih memiliki dampak yang signifikan
terhadap akurasi prediksi 30 hari kedepan. Secara umum, skenario pembagian data
rasio 80:20 menghasilkan nilai RMSE yang lebih rendah secara konsisten
dibandingkan rasio 70:30. Hal ini mengindikasikan bahwa untuk memprediksi 30
hari ke depan, model membutuhkan volume data latih yang lebih besar agar mampu
menangkap pola temporal yang kompleks. Ketidakstabilan pada rasio 70:30 terlihat
jelas pada peningkatan error yang cukup signifikan, khususnya pada Model A
dengan fungsi aktivasi ReLU yang mencatatkan RMSE tertinggi hingga 452.77.

Konfigurasi arsitektur model memperlihatkan peran yang penting dalam
hasil RMSE. Model D (window size 30, hidden unit 128) dengan fungsi aktivasi
ReLU pada rasio 80:20 tercatat sebagai konfigurasi terbaik dengan capaian RMSE
terendah sebesar 286.69. Keunggulan ini didorong oleh penggunaan window size
30 yang setara dengan durasi prediksi (30 hari), sehingga memberikan konteks

historis yang memadai bagi model untuk memproyeksikan tren masa depan.
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Sebaliknya, Model A dan Model B yang menggunakan window size 20 cenderung
menghasilkan tingkat error yang lebih tinggi. Keterbatasan informasi historis (20
hari) untuk memprediksi rentang waktu yang lebih panjang (30 hari) menyebabkan
model kesulitan melakukan generalisasi dengan akurat.

Selanjutnya, evaluasi terhadap fungsi aktivasi menunjukkan karakteristik
stabilitas yang berbeda. Fungsi aktivasi Tanh terbukti memiliki performa yang
paling stabil (robust) di seluruh variasi model dan pembagian data. Bahkan pada
arsitektur dengan kapasitas unit yang lebih rendah, seperti Model C (window size
30, hidden unit 64), penggunaan Tanh mampu menghasilkan RMSE sebesar 291.03,

yang sangat kompetitif mendekati performa terbaik Model D ReLLU.

4.3.2 Evaluasi MAPE

Selain meninjau nilai rata-rata selisih kesalahan, evaluasi juga dilakukan
menggunakan Mean Absolute Percentage Error (MAPE) untuk melihat seberapa
besar penyimpangan prediksi dalam satuan persentase. Distribusi nilai MAPE dari
seluruh skenario pengujian ditunjukkan dalam visualisasi heatmap pada Gambar
4.18. Gradasi warna hijau merepresentasikan persentase error yang rendah (akurasi

tinggi), sedangkan warna merah menunjukkan persentase error yang tinggi.
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Berdasarkan visualisasi heatmap pada Gambar 4.18, evaluasi kinerja model
menggunakan metrik MAPE mempertegas temuan bahwa proporsi data latih
mempengaruhi dalam akurasi prediksi rentang waktu 30 hari. Gambar 4.18
menunjukkan pola yang konsisten di mana skenario pembagian data rasio 80:20
mendominasi performa dengan nilai error yang lebih rendah (area hijau)
dibandingkan rasio 70:30.

Dari sisi spesifikasi model, konfigurasi arsitektur Model D (window size 30,
hidden unit 128) yang dikombinasikan dengan fungsi aktivasi ReLU pada rasio
80:20 kembali teridentifikasi sebagai varian terbaik dengan capaian MAPE
terendah sebesar 8.18%. Keunggulan ini berkorelasi kuat dengan penggunaan
window size 30 yang selaras dengan durasi prediksi (30 hari). Ketersediaan
sequence input sepanjang 30 hari memberikan informasi yang cukup bagi model
untuk memetakan pola ke masa depan. Sebaliknya, keterbatasan window size 20
pada Model A menyebabkan ketidakstabilan yang signifikan, terlihat pada

tingginya nilai MAPE yang mencapai 13.55% saat menggunakan aktivasi ReLU
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pada rasio 70:30, akibat ketidakmampuan model menangkap dependensi jangka
panjang dengan input yang terbatas.

Selain itu, analisis terhadap fungsi aktivasi menunjukkan bahwa Tanh
menawarkan stabilitas performa (robustness) yang paling konsisten di berbagai
kondisi arsitektur. Hal ini terlihat pada Model C (window size 30, hidden unit 64)
dengan aktivasi Tanh yang mampu menjaga nilai MAPE di angka 8.44% pada rasio

80:20, selisih yang sangat tipis dengan performa terbaik Model D.

4.3.3 Evaluasi Dirrectional Accuracy

Evaluasi selanjutnya berfokus pada Directional Accuracy (DA) untuk
mengukur kemampuan model dalam memprediksi apakah harga saham akan naik
atau turun pada hari berikutnya. Distribusi akurasi arah ini dipetakan dalam
visualisasi heatmap pada Gambar 4.19. Pada visualisasi ini, gradasi warna hijau
merepresentasikan  akurasi yang lebih tinggi, sedangkan warna merah

merepresentasikan akurasi yang lebih rendah.
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Gambar 4.19 Heatmap Dirrectional Accuracy dari seluruh model.
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Berbeda dengan metrik evaluasi numerik sebelumnya, visualisasi heatmap
pada Gambar 4.19 mengukur kinerja model menggunakan metrik Directional
Accuracy (DA), di mana nilai yang lebih tinggi (warna hijau) merepresentasikan
kemampuan model yang lebih baik dalam memprediksi arah pergerakan tren data.
Hasil pengujian menunjukkan fenomena menarik di mana dominasi rasio
pembagian data tidak seperti pada metrik RMSE atau MAPE. Meskipun rasio 80:20
secara umum menampilkan distribusi warna hijau yang stabil, nilai DA tertinggi
justru tercatat pada skenario rasio 70:30. Hal ini mengindikasikan bahwa untuk
memprediksi arah tren, penambahan data latih tidak selalu menjamin peningkatan
akurasi arah secara linear, melainkan sangat bergantung pada sensitivitas fungsi
aktivasi terhadap perubahan pola jangka pendek.

Analisis mendalam terhadap fungsi aktivasi menempatkan ELU
(Exponential Linear Unit) sebagai komponen paling baik dalam memprediksi arah
tren. Fungsi ELU secara konsisten mendominasi area hijau di hampir seluruh
variasi model, dengan performa tertinggi dicapai oleh Model B (window size 20,
hidden unit 128) pada rasio 70:30 yang mencatatkan akurasi arah tertinggi sebesar
52.29%. Dt sist lain, fungsi Tanh kembali menunjukkan kestabilan diberbagai

konfigurasi, Tanh menjaga akurasi DA di kisaran 50-51%.

4.3.4 Evaluasi Time Training
Evaluasi terakhir berfokus pada durasi waktu pelatihan (time training).
Pengujian ini dilakukan untuk melihat seberapa efisien komputasi yang dibutuhkan

oleh setiap model. Distribusi durasi waktu tersebut dipetakan ke dalam visualisasi
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heatmap pada Gambar 4.20. Warna hijau menunjukkan waktu yang lebih singkat,

sedangkan warna merah menunjukkan waktu yang lebih lama.
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Gambar 4.20 Heatmap Time Training dari seluruh model.

Secara umum pada Gambar 4.20, terlihat adanya korelasi linear antara
volume data latih dan durasi pelatihan, skenario rasio 80:20 membutuhkan waktu
training yang lebih lama dibandingkan rasio 70:30 di seluruh variasi model. Hal
ini juga ditunjukkan oleh kompleksitas model berbanding lurus dengan durasi
pelatihan. Model A (window size 20, hidden unit 64) tercatat sebagai arsitektur yang
paling efisien secara waktu, sementara Model D (window size 30, hidden unit 128)
membutuhkan waktu yang paling lama. Peningkatan durasi pada Model D
disebabkan oleh kombinasi jumlah unit IndRNN yang lebih besar dan window size
yang lebih panjang, yang secara signifikan meningkatkan jumlah parameter yang
harus diperbarui serta kompleksitas operasi perkalian matriks selama proses
backpropagation.

Faktor paling signifikan yang membedakan durasi pelatihan terlihat pada

pemilihan fungsi aktivasi. Fungsi Tanh dan ReLU terbukti sangat efisien, ditandai
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dengan dominasi warna hijau tua. Model A dengan aktivasi Tanh pada rasio 70:30
mencatatkan waktu pelatihan tercepat, yaitu 4 menit 1 detik. Efisiensi ReLU dan
Tanh menunjukkan kesederhanaan operasi matematisnya yang teroptimasi dengan
baik pada level hardware. Sebaliknya, fungsi ELU dan PReLU menunjukkan
peningkatan komputasi yang signifikan (warna merah), dengan durasi terlama
mencapai 11 menit 23 detik pada Model D dengan ELU (rasio 80:20). Lambatnya
proses pada ELU dapat dikaitkan dengan operasi eksponensial yang lebih berat
secara komputasi, sedangkan PReLU memerlukan pembaruan parameter tambahan

(o) pada setiap neuron, yang membutuhkan komputasi tambahan.

4.3.5 Model Terbaik

Berdasarkan hasil pengujian yang ditampilkan pada Tabel 4.20, pemilihan
model terbaik dilakukan melalui tiga sudut pandang, yaitu berdasarkan tingkat
kesalahan numerik (RMSE dan MAPE), akurasi arah pergerakan harga saham
(Directional Accuracy/DA), serta efisiensi durasi pelatihan (time training).

Berdasarkan evaluasi numerik, konfigurasi model yang paling baik adalah
Model D (window size 30, hidden unit 128) dengan fungsi aktivasi ReLU pada rasio
80:20. Kombinasi ini berhasil mencatatkan nilai error terendah secara keseluruhan,
dengan RMSE sebesar 286.69 dan MAPE sebesar 8.18%. Sebaliknya, pada evaluasi
Directional Accuracy, performa terbaik justru dihasilkan oleh skenario yang
berbeda. Model B (window 20, hidden unit 128) dengan fungsi aktivasi ELU pada
rasio 70:30 tercatat sebagai model dengan kemampuan paling baik dalam
memprediksi arah tren yakni memperoleh skor DA sebesar 52.29%. Hal ini

mengindikasikan adanya perbedaan antara evaluasi numerik dan akurasi arah, di
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mana window size yang lebih pendek (20) pada Model B tampaknya lebih responsif
terhadap fluktuasi jangka pendek yang menentukan perubahan momentum arah.
Selanjutnya, dari segi efisiensi waktu, Model A (window size 20, hidden unit
64) dengan fungsi aktivasi Tanh pada rasio 70:30 merupakan konfigurasi yang
paling efisien secara komputasional, dengan durasi pelatihan tercepat selama 4
menit 1 detik. Efisiensi ini berbanding terbalik dengan Model D (ELU, 80:20) yang
membutuhkan waktu hingga 11 menit 23 detik. Penggunaan fungsi aktivasi standar
seperti Tanh pada arsitektur yang lebih sederhana (Model A) mampu memangkas
beban komputasi secara signifikan. Namun, jika mempertimbangkan keseimbangan
antara performa error dan waktu, Model C dengan Tanh (rasio 80:20) dapat menjadi
alternatif yang moderat dengan durasi 6 menit 13 detik namun tetap menghasilkan

error yang kompetitif (MAPE 8.44%).

4.4 Integrasi Islam

Setelah diperoleh model terbaik yang mampu memberikan hasil prediksi
paling optimal, penelitian ini tidak hanya dilihat dari sisi teknis dan matematis
semata. Pelaksanaan penelitian ini berlandaskan pada nilai-nilai Islam yang
bersumber dari Al-Qur’an, sehingga diharapkan penelitian ini dapat memberikan
pemahaman tentang pentingnya penerapan etika berinvestasi sesuai dengan prinsip
syariah, serta menumbuhkan kesadaran akan tanggung jawab manusia dalam
mengelola harta secara halal sebagai bentuk amanah yang diberikan oleh Allah

Subhanahu wa Ta’ala.
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4.4.1 Muamalah Mu’allah

Sebagai wujud penerapan nilai muamalah mu’allah, manusia diarahkan
untuk senantiasa bertakwa kepada Allah Subhanahu wa Ta'ala, disertai dengan
kesadaran untuk mengevaluasi setiap perbuatan serta merencanakan langkah yang
bijaksana bagi masa depan. Salah satu ayat yang mencerminkan hal ini adalah
firman Allah dalam Q.S. Al-Hasyr ayat 18:

@ ot b 7 803 D18 2 a8 6 i sty A8 vl D G

“Wahai orang-orang yang beriman, bertakwalah kepada Allah dan hendaklah
setiap orang memperhatikan apa yang telah diperbuatnya untuk hari esok
(akhirat). Bertakwalah kepada Allah. Sesungguhnya Allah Mahateliti terhadap apa
yvang kamu kerjakan.” (Q.S. Al-Hasyr: 18)

Ayat ini mengandung prinsip dasar muhasabah (introspeksi diri) dan
perencanaan masa depan. Dalam Tafsir Ibnu Katsir, dijelaskan bahwa perintah
“hendaklah setiap orang memperhatikan apa yang telah diperbuatnya untuk hari
esok” dimaknai sebagai seruan untuk menghisab diri sendiri sebelum dihisab oleh
Allah. Manusia diminta untuk melihat kembali amal shalih apa saja yang telah ia
tabung sebagai bekal saat bertemu dengan Tuhannya kelak. Selain itu, penekanan
pada ketakwaan dalam ayat ini merupakan pengingat bahwa Allah Maha
Mengetahui segala perbuatan manusia, baik perkara besar maupun kecil, sehingga
tidak ada satu pun yang tersembunyi dari-Nya.

Nilai muhasabah ini semakin kuat bila dikaitkan dengan sabda Rasulullah

Shallallahu ‘Alaihi Wasallam:

s 28
°

e e J i (S0 ¢ 1) SIS
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“Setiap orang dari kalian adalah pemimpin, dan setiap kalian akan dimintai
pertanggungjawaban terhadap yang dipimpinnya” (HR. Bukhari no. 4801 dan
Muslim no. 3408)

Hadis tersebut menegaskan bahwa setiap individu memegang tanggung
jawab atas apa yang dilakukan. Pesan ini mengingatkan bahwa muhasabah bukan
sekadar menilai diri, tetapi juga menyadari bahwa setiap amal kelak akan
dipertanggungjawabkan di hadapan Allah Subhanahu wa Ta'ala. Dalam konteks
penelitian, nilai ini tercermin pada upaya peneliti menyajikan proses dan hasil
secara transparan, sehingga apa yang dilakukan dapat dinilai dengan jelas dan

memberikan manfaat bagi pembaca.

4.4.2 Muamalah Ma’annas

Sebagai bentuk pengamalan dari muamalah ma ‘annas, manusia diajarkan
untuk senantiasa menumbuhkan sikap tolong-menolong dan berupaya
menghadirkan kemaslahatan bagi sesamanya. Melalui penelitian ini, nilai tersebut
diwujudkan dalam bentuk kontribusi ilmiah yang bertujuan membantu pelaku
ekonomi, investor, dan lembaga keuangan dalam mengambil keputusan yang tepat
dan efisien. Upaya ini menjadi wujud nyata dari penerapan ilmu pengetahuan untuk
kemaslahatan umat, sekaligus perwujudan nilai tolong-menolong dalam kebaikan.

Semangat untuk berbuat baik ini selaras dengan firman Allah Subhanahu wa

Ta'ala. dalam Q.S. Al-Bagarah ayat 195 yang berbunyi:
Gt Lod il B STy S ot vl 0 b i s it

“Berinfaklah di jalan Allah, janganlah jerumuskan dirimu ke dalam kebinasaan,
dan berbuatbaiklah. Sesungguhnya Allah menyukai orang-orang yang berbuat
baik.” (Q.S. Al-Baqarah: 195)
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Sebagaimana dijelaskan dalam Tafsir Ibnu Katsir, perintah berbuat baik
dalam ayat ini merupakan amal ketaatan yang paling tinggi. Dalam konteks
muamalah, ketaatan ini tidak hanya terbatas pada harta, tetapi juga pada segala
bentuk kontribusi yang mencegah kebinasaan umat (Katsir, 2001). Salah satu
bentuk perbuatannya adalah menyebarkan ilmu yang bermanfaat, sebagaimana
sabda Rasulullah Shallallahu ‘Alaihi Wasallam:

G A 0y o i e s uwuﬁwmuuﬁmwwdw\ St;:gs Sl 3]
“Apabila salah seorang manusia meninggal dunia, maka terputuslah segala

amalannya kecuali tiga perkara: sedekah jariyah, ilmu yang bermanfa'at baginya
dan anak shalih yang selalu mendoakannya.” (HR. Muslim no. 3084)

Berdasarkan hal tersebut, penelitian ini diharapkan menjadi bagian dari
amal ilmu yang bermanfaat, sekaligus implementasi nilai i4san dan prinsip tolong-

menolong melalui kontribusi ilmiah yang dapat digunakan oleh berbagai pihak.



BAB V

KESIMPULAN DAN SARAN

5.1 Kesimpulan

Penelitian ini bertujuan untuk membangun model prediksi harga saham PT
Bank Syariah Indonesia Tbk (BRIS) menggunakan metode Independent Recurrent
Neural Network (IndRNN) serta memperoleh konfigurasi model terbaik
berdasarkan metrik evaluasi RMSE, MAPE, Directional Accuracy (DA), dan
efisiensi waktu pelatihan. Pengujian dilakukan secara komprehensif untuk
menemukan kombinasi parameter paling optimal melalui 32 skenario percobaan
yang memvariasikan window size (20 dan 30 hari), jumlah hidden unit (64 dan 128
neuron), fungsi aktivasi (ReLU, PReLU, ELU, dan Tanh), serta rasio pembagian
data (70:30 dan 80:20).

Berdasarkan serangkaian pengujian yang telah dilakukan, konfigurasi
model yang paling optimal dalam meminimalisir kesalahan prediksi secara numerik
diperoleh pada Model D dengan fungsi aktivasi ReLU dan rasio pembagian data
80:20. Model ini menghasilkan nilai error terendah dengan RMSE sebesar 286.69
dan MAPE sebesar 8.18%. Hasil ini menunjukkan bahwa kombinasi window size
30 dan hidden unit 128 mampu memberikan representasi harga yang paling presisi
untuk prediksi jangka panjang (30 hari), karena didukung oleh kapasitas memori
historis yang cukup dan kompleksitas unit yang memadai.

Sementara itu, dari sisi kemampuan mengenali tren naik atau turunnya
harga, Model B dengan fungsi aktivasi ELU pada rasio 70:30 mencatatkan kinerja

terbaik dengan nilai DA sebesar 52.29%. Hal ini mengindikasikan bahwa untuk
69
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mendeteksi perubahan arah tren, arsitektur dengan window size yang lebih pendek
(20 hari) namun responsif berkat fungsi aktivasi ELU, lebih efektif dibandingkan
model yang lebih kompleks.

Sementara dari efisiensi komputasi, fungsi aktivasi Tanh dan ReLU terbukti
menjadi pilihan yang paling efisien secara waktu. Model A dengan fungsi aktivasi
Tanh pada rasio 70:30 mampu menyelesaikan pelatihan dalam waktu tercepat, yaitu
4 menit 1 detik. Sebaliknya, penggunaan fungsi aktivasi ELU dan PReLU
cenderung membebani komputasi, dengan waktu pelatihan terlama mencapai lebih

dari 11 menit pada arsitektur yang kompleks.

5.2 Saran

Berdasarkan kesimpulan yang telah dijabarkan sebelumnya, penulis
menyadari bahwa penelitian ini masih memiliki beberapa keterbatasan yang dapat
dikembangkan lebih lanjut. Untuk mengoptimalkan hasil dan meningkatkan
performa model pada penelitian berikutnya, beberapa saran yang dapat
dipertimbangkan adalah sebagai berikut:

1. Menambahkan variabel eksternal non-teknikal, seperti sentimen pasar dari
berita keuangan, agar model memperoleh konteks informasi yang lebih
komprehensif di luar data harga historis.

2. Mengombinasikan IndRNN dengan algoritma klasifikasi seperti Support Vector
Machine (SVM) atau Random Forest untuk meningkatkan akurasi prediksi arah

pergerakan harga saham.
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LAMPIRAN



Lampiran 1 Hasil Input Sliding Window = 20

. Input Hari ke-
window
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 0.0821 0.0805 [ 0.0755 [ 0.0854 | 0.0805 [ 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099
2 0.0805 | 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 [ 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049
3 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082
4 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023
5 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 [ 0.0082 0.023 0.0164
6 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378
7 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394
8 0.0411 0.0443 0.064 0.0575 [ 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411
9 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443
10 0.064 0.0575 [ 0.0493 [ 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 [ 0.0427
11 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575
12 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314
13 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233
14 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921
15 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22
16 0.0148 | 0.0082 0 0.0148 [ 0.0099 [ 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217
17 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545
18 0 0.0148 [ 0.0099 [ 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22
19 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888
20 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593
21 0.0049 | 0.0082 0.023 0.0164 [ 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724
22 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675
23 0.023 0.0164 [ 0.0378 [ 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593
24 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 | 0.1675 | 0.1593 [ 0.1494
25 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461
26 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 [ 0.1593 | 0.1494 | 0.146l 0.1773
27 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658
28 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.146l 0.1773 | 0.1658 | 0.1626
29 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 [ 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658
30 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806
31 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 [ 0.1675 | 0.1593 [ 0.1494 [ 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 [ 0.1806
32 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888
33 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 [ 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872
34 0.22 0.2217 [ 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.146l 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905
35 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053
793 0.3158 | 0.3192 | 0.3259 | 0.3343 | 0.3394 | 0.3478 | 0.3293 | 0.3293 | 0.3242 | 0.3141 0.3158 0.336 0.3343 | 0.3326 0.336 0.3529 0.331 0.3326 | 0.3326 | 0.3478




Lampiran 2 Hasil Target Sliding Window = 20

. Target Hari ke-
window
21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 50
1 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 0.1806
2 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 [ 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 0.1888
3 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 0.1872
4 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 [ 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 0.1905
5 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 0.2053
6 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 [ 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 0.2069
7 0.0411 0.0443 [ 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.2003
8 0.0443 | 0.0427 | 0.0575 | 0.1314 [ 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 0.2036
9 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 [ 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 0.2053
10 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 [ 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 [ 0.1626 0.2135
11 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 0.2135
12 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 0.2447
13 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 0.2315
14 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 0.2397
15 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 0.2397
16 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 0.2496
17 0.22 0.1888 [ 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 0.243
18 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 [ 0.2053 | 0.2069 0.2463
19 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 [ 0.2053 | 0.2069 | 0.2003 0.2414
20 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 0.2512
21 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 0.3481
22 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 0.4713
23 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 0.4516
24 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 0.4581
25 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 [ 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 0.4614
26 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 0.514
27 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 [ 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 0.5534
28 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 [ 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.5238
29 0.1806 | 0.1806 | 0.1888 | 0.1872 [ 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.5074
30 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 [ 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 0.5074
31 0.1888 | 0.1872 | 0.1905 | 0.2053 [ 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 [ 0.2447 | 0.2315 | 0.2397 [ 0.2397 | 0.2496 0.243 0.2463 | 0.2414 0.514
32 0.1872 | 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 [ 0.2315 | 0.2397 | 0.2397 [ 0.2496 0.243 0.2463 | 0.2414 | 0.2512 0.5008
33 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.5369
34 0.2053 | 0.2069 | 0.2003 | 0.2036 [ 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 0.5337
35 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 0.5862
36 0.2003 | 0.2036 | 0.2053 | 0.2135 [ 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.6519
37 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.7011
38 0.2053 | 0.2135 | 0.2135 | 0.2447 [ 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 | 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.7603
39 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 0.9967
40 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 | 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 1
793 0.3478 | 0.3478 0.368 0.4 0.4017 | 0.4101 0.4219 | 0.4135 | 0.4252 | 0.4286 | 0.4168 | 0.4118 | 0.4185 | 0.4387 | 0.4387 | 0.4657 | 0.4892 | 0.4589 0.5532




Lampiran 3 Hasil Input Sliding Window = 30

. Input Hari ke-
window
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 30
1 0.0821 0.0805 [ 0.0755 [ 0.0854 | 0.0805 [ 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 L. 0.0575
2 0.0805 | 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 [ 0.0328 | 0.0148 | 0.0082 0 0.0148 . 0.1314
3 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 L. 0.2233
4 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 L. 0.1921
5 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 [ 0.0082 .. 0.22
6 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 L. 0.2217
7 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 .. 0.2545
8 0.0411 0.0443 0.064 0.0575 [ 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 .. 0.22
9 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 L. 0.1888
10 0.064 0.0575 [ 0.0493 [ 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 .. 0.1593
11 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 L. 0.1724
12 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 L. 0.1675
13 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 .. 0.1593
14 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 [ 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 L. 0.1494
15 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 .. 0.1461
16 0.0148 | 0.0082 0 0.0148 [ 0.0099 [ 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 .. 0.1773
17 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 L. 0.1658
18 0 0.0148 [ 0.0099 [ 0.0049 [ 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 .. 0.1626
19 0.0148 | 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 L. 0.1658
20 0.0099 | 0.0049 | 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 .. 0.1806
21 0.0049 | 0.0082 0.023 0.0164 [ 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 . 0.1806
22 0.0082 0.023 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 .. 0.1888
23 0.023 0.0164 [ 0.0378 [ 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 . 0.1872
24 0.0164 | 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 | 0.1675 . 0.1905
25 0.0378 | 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 .. 0.2053
26 0.0394 | 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 [ 0.1675 | 0.1593 [ 0.1494 . 0.2069
27 0.0411 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 .. 0.2003
28 0.0443 | 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.146l 0.1773 L. 0.2036
29 0.0427 | 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 [ 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 . 0.2053
30 0.0575 | 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 .. 0.2135
31 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 [ 0.1593 | 0.1724 [ 0.1675 | 0.1593 [ 0.1494 [ 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 . 0.2135
32 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 L. 0.2447
33 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 [ 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 .. 0.2315
34 0.22 0.2217 [ 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.146l 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 L. 0.2397
35 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 .. 0.2397
36 0.0821 0.0805 [ 0.0755 [ 0.0854 [ 0.0805 [ 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 L. 0.2496
37 0.0805 | 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 [ 0.0148 [ 0.0082 0 0.0148 L. 0.243
38 0.0755 | 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 .. 0.2463
39 0.0854 | 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 L. 0.2414
40 0.0805 | 0.0772 | 0.0608 | 0.0411 0.0443 0.064 0.0575 | 0.0493 | 0.0427 | 0.0476 | 0.0328 | 0.0148 | 0.0082 0 0.0148 | 0.0099 | 0.0049 | 0.0082 .. 0.2512
793 0.3158 | 0.3192 | 0.3259 | 0.3343 | 0.3394 | 0.3478 | 0.3293 | 0.3293 | 0.3242 | 0.3141 0.3158 0.336 0.3343 | 0.3326 0.336 0.3529 0.331 0.3326 L. 0.4286




Lampiran 4 Hasil Target Sliding Window = 30

. Target Hari ke-
window
31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 60
1 0.1314 | 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 0.2135
2 0.2233 | 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 0.2447
3 0.1921 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 0.2315
4 0.22 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 0.2397
5 0.2217 | 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 0.2397
6 0.2545 0.22 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 0.2496
7 0.22 0.1888 [ 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 0.243
8 0.1888 | 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 [ 0.2053 | 0.2069 0.2463
9 0.1593 | 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 | 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 [ 0.2053 | 0.2069 | 0.2003 0.2414
10 0.1724 | 0.1675 | 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 0.2512
11 0.1675 | 0.1593 | 0.1494 | 0.1461 [ 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 [ 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 0.3481
12 0.1593 | 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 0.4713
13 0.1494 | 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 0.4516
14 0.1461 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 0.4581
15 0.1773 | 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 [ 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 0.4614
16 0.1658 | 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 0.514
17 0.1626 | 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 [ 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 0.5534
18 0.1658 | 0.1806 | 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 [ 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.5238
19 0.1806 | 0.1806 | 0.1888 | 0.1872 [ 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.5074
20 0.1806 | 0.1888 | 0.1872 | 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 [ 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 0.5074
21 0.1888 | 0.1872 | 0.1905 | 0.2053 [ 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 [ 0.2447 | 0.2315 | 0.2397 [ 0.2397 | 0.2496 0.243 0.2463 | 0.2414 0.514
22 0.1872 | 0.1905 | 0.2053 | 0.2069 [ 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 [ 0.2315 | 0.2397 | 0.2397 [ 0.2496 0.243 0.2463 | 0.2414 | 0.2512 0.5008
23 0.1905 | 0.2053 | 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.5369
24 0.2053 | 0.2069 | 0.2003 | 0.2036 [ 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 0.5337
25 0.2069 | 0.2003 | 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 0.5862
26 0.2003 | 0.2036 | 0.2053 | 0.2135 [ 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 [ 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.6519
27 0.2036 | 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 | 0.4614 0.7011
28 0.2053 | 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.7603
29 0.2135 | 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 0.9967
30 0.2135 | 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 | 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 1
31 0.2447 | 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 [ 0.5074 0.9967
32 0.2315 | 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.9672
33 0.2397 | 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 [ 0.4713 | 0.4516 | 0.4581 | 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.8851
34 0.2397 | 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.5008 0.8095
35 0.2496 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 | 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.5008 | 0.5369 0.9606
36 0.243 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.5008 | 0.5369 | 0.5337 0.9048
37 0.2463 | 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.5008 | 0.5369 | 0.5337 | 0.5862 0.8259
38 0.2414 | 0.2512 | 0.3481 0.4713 | 0.4516 | 0.4581 | 0.4614 0.514 0.5534 | 0.5238 | 0.5074 | 0.5074 0.514 0.5008 | 0.5369 | 0.5337 | 0.5862 | 0.6519 0.8259
793 0.3478 | 0.3478 0.368 0.4 0.4017 | 0.4101 | 0.4219 | 0.4135 | 0.4252 | 0.4286 | 0.4168 | 0.4118 | 0.4185 | 0.4387 | 0.4387 | 0.4657 | 0.4892 | 0.4589 0.5532




